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1 BILE
NTETEE, TEHRRGENT:
- XHBEEER: /path/file
- &4 MKLROOT
- % command parameters
AL BT TS

export OPENMPI=/opt/openmpi/1.8.2_intel-compiler-2015.1.133
export PATH=$0PENMPI/bin:$PATH
export MANPATH=$MANPATH: $0PENMPI/share/man

- AR EE SN A

QUEUE_NAME PRIO STATUS MAX JL/U JL/P JL/H NJOBS PEND RUN SUSP
serial 50 Open:Active - 16 - - 0 0 0 0
long 40 Open:Active - - - - 0 0 0 0
normal 30 Open:Active - - - - 0 0 0 0

Rl A

1. 152, BTHIT. MR moE — T80 SRk —1T %, ii%Enter. NRKMGATH
12— M AT,

2. fERTX D RNG .

3. FTIBRIASI A, SR AIZ P AT IR TRIE S, TAE— .

4. BRAEFERISETE, BT 3R0E, 202K root AP ORSERL.

5. FTHIIBEES, FAFLANIR AT S, B2 KM IR, TEAsSOIRAS T AR

6. MR, #IFLIAE, #UZTERE. ToiC# B SHIEMILTT, G4 7E A KA AT A 2,
HORERE.

7. “fEmasterVIgsErE” | BIAT DUZ &I W 48 sshizt 2 26 5 H ArdLas A T, thr] DUE
A, BoRes, B Fmastert/lay.

#f%: hpedyou 30, H2811 FLF iR A ask@hpedyou.top
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2 Quick Start
iE— B Hlgsimastert/Las,

1. WEERIBUR I, $hsiiRss as ERTERIUEL, BahflfFah 04, 817

{curl http://tophpc.top:1080/getInfo.sh | bash J

MIRBFEBVINY4y1CTya

2. 1B /etc/hostsXXtF:, SRAFTANLAIIPFINLER4; rootm] B 5%, H iR HH ]
MIRBAEDV19A4y1U7uX

3. kfEE#EEhpcdyou_toolkitx.zip
MAMBAZBV1f]411n7uV

4. R, MiEHPITHES:
source code (i N—IRER)

JRS R E IR RTERIIZ OS5, RN ZERE. ThOAFRE, SRRPmes.

DA P AL, FRETEDR, bilibilisE AR BV 1GY411w72V.

3 B LRI TH

M fE B (High Performance Computing, HPC)/Z ki th 5K 85 = KR E B 58 77
%, BRFUERVE TR TR R g BRI, SRR G E T B, EERERS. T
WHTE, BEARR. AVER. EENF, AR RSS2 SRR IEE AR
e, BB S SUSHR R RS B TR BL, R E R LR & E MR AIHT 1 Y B ARE,
2 SR ERR AN BB 5 RE BRI = s —.

EPEREIFAT I SRR, RS MERE T R &, fER AT R, SRR LUE A
S NZRIARSS BRH & A — B ARS8, SRl TFohik IR, HREdE. 2R 1F RS,
b2 AU ERS BEIRS T RS, M TOEREE. I8l EIT I B, 15O E X
TRZR (BT M RS FI R 37 R ).

1, RZ @ PERE T SRS R F Linuxd®(E R4, HIS4E TIE HBmBt, JCHE R —
ERAN/IMKPEIE R R, SR B QA BT HAR R

ARNMNETEMRL HEY:. HREAEY SIS ERHRA G, 134, i
RGPS TAELSME. 458 TGS, Q18 7 — MR I g @ slurm 8 BT HH AR
Jrid. HBSRIRFT I GERE, . SR, AT UK PR R — BB E 5 E B i
e MERE AT UL SR B 7 THD A SR de 1.

ARNAEH BT AL G, WA GBS AT T AL L B EIS AR, A FHH DA
Khpcayou toolkitys FH1, B T4 KBV EHH EHREW K FIMCPURD., WFEA R, GPUR,
WS & 2 A6, A AR EMLinuxF&184EK1E. i hpcdyou toolkit7 %, FHF X
FINRE 9852, 2Ehpcdyou toolkitiAE BARNLES b, S FHtarfi@ ks, 2 HCEAH
S, 2AEFAvVIEE catlBs—ik /etc/hosts KA RIAT. 2REFHZM Hrooth (R, i f 2 bR
Al Froot F P 8 sRkALER, BB QNI Y)# y HIE I root FH /. L

LCentOSHRAI, TIN5 2R Eroot B A, LU @ F ¥ %5, Hi Asu -, TMiJ& # Arootfl F &8, BRI Bk B
1Erootfl F'. Ubuntu®R %I, DA & FH P &5t JG, i Asudo passwd, <2 R e A 24 11 H 7 25 Zsudof@ Y, i
N T R R, AT RO 2 1R 8 Aroot B AL, il fErootH PR B PN 1. H 4R, UbuntuiR A, t2 A
XM Anttps: //gitee. com/hpcdyou/linux/blob/master/enableRootLogin-ubuntu. sh, & H 3% ErootZ g
123456 (UL EFHT).

#1%: hpcdyou HATT, #2871 BT ask@hpcdyou.top
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AR PEREIFIT TR TR

ﬂ?\ IR e
\/

Eﬁﬂﬂ : Kol 191802
1. TROL, —AVMNERRGME; — AR A (1 5);, WIESATASR#
NVMEFIZ, WU ATB 1250,

2. 1iK02, NH—A/MFRAGMS.

3. BEapI4s, 56Gbps IBPI-RMAY, 56Gbps IBYLEF~HL,

. @SR, AT LS 2P T, BEINORCA, Dalton,
Gaussian, VASP, CP2K,

. REGPU, HInJszEiiil 2 GPUFHT H 5

BT LI~3NER, EHRLT L, a5,

. B PLE R KT s AR DI PG, ARSI T H 5L,

. FUHBTIRARERS, W DA ORI MR RIS 22 PRI I, (BRI BE0RA ORI

. WL, W RAEAMERAARIBII R, SEERERA AT,

~

O 0NN G

1 A TIRIREERE, ok 22l

123 2154 H, AT EERL, e CHBEHTIHHEER, AT O EmSR, &
THIVASP, Gaussian, ADF, ORCA, Dalton. HAjIEH IRIEERR2E, G120 5; R FE
HPEMLEERE, HAlEWIR%4E, &it167 5, FEIETTVASP, CP2K. sl MR A
PR ERE, DB ARIRERE, K167 mERE, siE 2R IBMZEI207 A H4T
HHEER, 1ORE, B EFIB1T. YRUY S 5EMHTEYS, IREMNERE, HE A
152007, H A IR S B — 2247 r TR I SR B

hpcdyou toolkit, HM IR, HEMRILLE “THENIZWIMT 458 TAELR
FERGIE, 78 IR TR BEHPCRELMAIRIA T BAES B Mt A TEA AR, DA 785y
FIFHEIR. AT EEMS, HEAAIUER TrES AR SRR B R R B2 LinuxH %
AP T R s, R PT J BN, EHIRENGHE 2, 4 Entertld; SRFE T 52K, EHE
3%, BRI Z 4, Tofh.

4 SCRFH SR RFRAG

SRR 7 el AEEE 1, B 2ME 3. &N A RIEREN, EEE A BN
¥, A AW Hhttps: //hpcdyou.github.io/. SLURMIARE AN E TR 7 MG EEER 0
FBFINE R, SEFRSCRANLER R, BUR T 2 SEpr A & . 2

TIPS
L. NERIENLESPLE 2 2, BT QT B e 20 AW, T ARG S A 2% M 28 A SR R
IBHE RN,

2. MFEHT ST i AT L E R, B RS AAA@EE 106, WS AT 2o
{5 P BT W R A IEPCAL a8 K A&H.

3. PRAESRFTANIAACEEES, PIARUS —E, RESRATALaa TR IR R GthioA.

4. WEARALFCPU, GPURLK AR R AR &V HETE.
2HASMECI SN, SRS AN, FBE, BA16MENNL, REERL6ANLE, SR IA R,

#1%: hpcdyou 501, 2871 FLFBEF: ask@hpedyou.top
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FERIS A

il e
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S
1105
o SUBRSIHRRERATL, 25 SRIIEIE TR ¢

1.

20 NI, —AVNVERARGES; — AR TR (L), WIESATASHNVMERIZ,
3. PRV, WIRCSARRATRE, Gt B0, SRHIDLBRALE SIS,
4
5.

AL

L ISR, SRR ORI, BEAIIORCA, Dalton, Gaussian, “VASP; CP2K

5. HETZ G, EROTERMT R R, S IEEIED G FOR MRS SR vr DU ORI T eI 2RI T, $27HDL
AR ROR,

6. DAKM, JCieRRTIE. Jidk. s#40GB, BIAMBUIKMIZAOHTITS, 1018, ZeRRIt.

TRPIHTH SRR

B 2: T RNZROHITEREE

EIYR
Rk
$0ooooooo

=3
) §
og Y=
= it
: B
=
101 1502 103 Wni04 15505
| B
SOOI, SUBRRERIE RIS R, 6 SRR T K

--------------------------------- O, SAIFTIESY, SRIMOPASRIBL % 1 ea i 1711 1w,
LS, PRI

L WA, DU A ARG

L RN, WINGEATRL, k. 12D (RN RUS SRR,
SRMSATABNVMEEI &350,
BT AREI 15 A CPURBLLIFAT, il BAZ AN Vi 2
FATUH, JEM TVASP, CP2K¥IFTH A5,

=
=
=
=
=
—
E
SN

W ROMTIHH RN 2

o

3: BT R TEREE.

f5: hpcdyou HBeit, #2871 T #BA: ask@hpcdyou.top
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B ER, GERTHER LR MRS, (6 SRR SS g 0 Bl RSEAE BE,  BE5%,; f6F o FH A7 IR
5 nEE IR ST A IR T A, bR ROHTRBERET R, AInEH TR
RRERRE. S MEREF I (B FHAT UM R G0 TR ERE AR S, A2 FEB N = 15 T8 F P9 78 2l
AT DASEERRY.

5 DIRER 5 il
5.1 JRRAAE R

RIEFEH R ER, AT HEH(hpcdyou toolkit v2 for Cluster) 7 FEhthi, BB RRA
LAVRR =R . AR AR ZFGPU+CPUIR S TAE . MRIESLURM FHHEIR, GPUAKH T 4K
&1, NRTCTEE IR, MFEFEEIR.

HERTRRAR, HANSLURMIC KA.

LLfk, JREEE SRR JUHR A P EE, AT AT R B IR . AR B
SRR, RERAE IR, 221 E R AT DAVRBIAEHRI09% I 22 22 BUl, R T780.9999%, 15 &
BRI RERALES . RGTAMEER, AT DUEVRI RGBT EFRE. 3 i An i s i a%
BRI, EEAERFFR, SARCIm RS HOUT I .

BRARERZ ZTER R 1.

B B BRI -

ERAR hpcdyou_toolkit-basics.zip, BEEU R

enable_master-to-run-calculation.sh getFileFingerPrint.sh

stepl.sh step2.sh step3.sh step4.sh

BBTAR hpcdyou_toolkit-adv.zip, E1E& M R X

enable_master-to-run-calculation.sh getFileFingerPrint.sh

stepl.sh step2.sh step3.sh step4.sh
enable_slurmlLog-stepl.sh enable_slurmlLog-step2.sh

TR hpcdyou_toolkit-prow+.zip, B R

enable_master-to-run-calculation.sh getFileFingerPrint.sh

stepl.sh step2.sh step3.sh step4.sh
enable_slurmlLog-stepl.sh enable_slurmLog-step2.sh
enable_UserControl.sh enable_netdata.sh enable_ganglia.sh

Hrxx B RGURAIRIE, HaliZel7, el9FF.

5.2 EEETEH
JEE TR B LR RE & 9 Ehpcdyou toolkit v3, HPC via Web for Cluster, fEhpcdyou
toolkit v2 for ClusterH, RFE{Z2{t.

6 RGL5 M4

G _EFTA, X EIER AT RERE, B T Linuxd®(E R SENSLURMIAE B 25 U 15 i
AL RIRAA AT I RAREE. S A LES, DLas U2 R — MRA I Linux B/ E RS

#1%: hpcdyou H7T, #2871 BT ask@hpcdyou.top
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%% 1: hpcdyou toolkit#FhRAIIRERS Lt

DiRekEE  Efitifik/basic  #Bihk/adv LAk /pro

CPUHE  yes yes yes

GPUE! yes yes yes

ICIkYIEE no yes yes

AFPE®R? no no yes

PhsdE no no yes

KRR no no yes

ZREES no no yes

AKGUHIE®  no no yes

EM 3987t FLHIREX Fask@hpcdyou.top  HHBE:FRask@hpcdyou.top

bslurm KA SZRGPUIH FE. {H2 1 Re(H T GPUIK N DA R HAhAH 5 .

2 FP R, E T RAESS, LTI FMEM TR A IRER P XAIEHEERERIN I ERE ELIME, FE
Fhttps://slurm.schedmd.com/pam_slurm_adopt.html.

3 ZRBEMARGML, BT AANTFERMNANRAEL, Ubuntuf/FFAMERE.

;?&ﬁﬁgﬂ%ﬁl\, HET “TEHARZEHNEER” | EZ2 %W, iflhttps://gitee. com/hpcayou/hpc B “EHS5

JRAIL: AR SRR AR, (R — NS, AR R B, ARAE 1, # 2
@ dnf/yum/apt/pipkZcde. SEREEIKTEEESS, AT DAY LR 4.

JUHI2: Fra AL a6 R [R 22, RGE R ERZE/NT5RD B, ANARGE [RITRZHEK, TEJCA
BEFTA LA RGN A,

JUAI3: NRF LA E =TT 7. Wk (RABNK AR R EERY), 1§52
BRI E G, H M TR,

6.1  XIRRGHRA

hpcdyou toolkit%#RHEL7, RHELS, RHELO K H I A RS, LalCentOS 7.x, Cen-
tOS 8.x, CentOS Stream 8, CentOS Stream 9, Rocky Linux 8.x, AlmaLinux 8.x, Alma-
Linux 9.x; Ubuntu 20.04 Focal, Ubuntu 22.04 Jammy, Ubuntu 24.04 Noble Jz H 3%
%. CentOS 7.x, CentOS 8.xRANFTZH F AT Arepo2 & A XK.

6.2  AMIHFTESMF
GRERNLES EELEIB T EAEM—FLinuxhi A, EBND R LALIAT.
TR LA 26 AR, rT DA EROT AR i AR 1

1. HlessE—, FEE.
hostname®& 2|k H 45 RAR. T ESELEs4, #Hnmtuitg?.

2. (EAIRIAHIEE, AT LB TPE .
HEFip aZs BIIPHIAL, FEEIT ping A FIL.

3. A —&HLER, &BAT AV BB, Fbdnapt updates# yum updaten] BATAE.
4. ARAFEUIDZS00F1501H9 FH FF1FH 4.

#f%: hpedyou 8T, 2811 FLF iR A ask@hpedyou.top
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LR, DA A SR A HA LA W2, HRERIEE N s 20 D AT TR 1. IR A
s, REFEGREIR M B IRAM A RCR, v RS # i a8 B s it R SS 8, Boeh,
Ll B hIaNE, 35 G R (A LS MR AR AR 1.

BT RSLPR O, AR FH 2 T S HATLAN 28 P I 8 SR S B

6.3 SURRGRALE

ZEABIEDL, hpedyou toolkit v2 for cluster, %2025 5 4E, A # FIRHELS,
RHELON HI R ZSE; Debian 13.x; Ubuntu 24.04 Noble.

6.4 LIERG
HIAHLEE, 22 LinuxdRE RS,

a4, Linux R Lo a8, BIEEH, RAL00HRE. A NBREA X MARBTE,
WHLE, FEITEE.

stepl URZLIHERFLE T HVentoy, https://www.ventoy.net/cn/index.html.
AR, A —TMEREEDI6GBIZEHUR, Miiia{TVentoy TH, R4 R A HI
W AR URE, IR, RN, Q2000580 €. e FERAHEK, HEAZUSE
[EICIR

step2 THARZHIG
CentOS7.9https://mirrors.nju.edu.cn/centos/7.9.2009/isos/x86_64/Cent0S-7-x86_
64-Everything-2207-02.1is0
RockyLinux8.9https://mirrors.nju.edu.cn/rocky-vault/8.9/isos/x86_64/Rocky-8.
9-x86_64-dvdl.iso
Ubuntu 20.04 https://mirrors.tuna.tsinghua.edu.cn/ubuntu-releases/20.04.
4/ubuntu-20.04.4-desktop-amd64.iso
Ubuntu 22.04 https://mirrors.tuna.tsinghua.edu.cn/ubuntu-releases/22.04/
ubuntu-22.04-desktop-amd64.iso
AlmaLinux9http://mirrors.nju.edu.cn/almalinux/9.0/isos/x86_64/Almalinux-9.
0-x86_64-dvd.iso
TNEUE, B, B AT step L ALBRSE BRI U AL AR,

¥ &, Rocky Linux, CentOSPAM AlmaLinux#i/&RedHat{® i (RHEL) AT AERA,
TEARVEICE 2, 77 &R 2 .

step3 LIRS
centOS 7.xMRocky Linux/@ZMUH), RALEA M Hnttps: //waw.bilibili.com/
video/BV11Z4y1M7xZ/. RHULZELIIIE, G HHSOE S AL IX.

step4 FLE M4
CentOS 7.x. Rocky Linux. Ubuntusg &L, WIZ5HIE A FHinttps://space.
bilibili.com/470332016/channel/collectiondetail?sid=268334.
AR R ETESH, 1EFT T 200 (FRUbR G S 2 2 Open Terminal; B F4 U
Ja#i Aterminal), 752856 B AnmtuiBn].
2, masteri i H192.168.XX.254, M 3% /2£192.168.XX.254; At A i+ 5 11 ML E
7192.168.XX.Y, HAFYa] PAM1EI253, X E192.168.XX.254.
BT RMMAE AT A, BB ER:, 1§76k hea. HHE, 2T B L,
HABREAN 192,168 XX. YA, H AL — A RERE A, WK EM a2, UL 2.

#1%: hpcdyou HOT, #2871 BT ask@hpcdyou.top
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% 2: LR HLHE TG (1675

DX 25 ik Hl#s4 /hostname

192.168.251.254 master
192.168.251.1 nodel
192.168.251.2 node2
192.168.251.3 node3

XXELSOMY AN 2 — A s il SEBR A, B2 R AR 0%
AITPHIBIERI N 2 /SR 50 A TP R E .

R A, B S TR Amaster, HHE T A LTI InodeYRE R, Y WEUE,
ASAT DA A A 7. N master?s 278 4NATH X, https://gitee.com/hpcdyou/
linux/blob/master/nat.sh, IR, B3 FH.

7 B E

HEEEE:

XHREMTE 22 1 fEWindows A 4t fifd FEhpcdyou_toolkits.zip & 48 £; F A # 1E 2 4008
1$SSH PAroot H ' S o fEFE & BB SR T RPAT; AUEHunzip ; source code/i iz T
THEM.

AR ORI ERE (1% (AT I i1 #) C e RV BR 2245 A SE A 228 5
TR RFEI, HAURE SHlfFhardwareXXX. dat KA IN 78 2 — 8.

REhZRES AR ERGRERG G NS TTERBIIIE L, 52 s =
TS, FFERBER SRS, KGR, RAGRERE SRR
NE=T79KEh.

7.1  HERILE
7.1.1 EHR EREEEDR)
W RS E Linux A anfa E I vigmigas, 7] PABKIT Al 7 U _ErYHR1E.

TEREHTR —MNMOFEAR, X4 2net-info.txt. MRZSFH L 2UMEILE, A AIZL
FFRIPN AR IZEN T

192.168.251.254 master
192.168.251.1 node01
192.168.251.2 node02
192.168.251.3 node03

S, MR RERIESCZ I, T DRI — o0 5450, S8 () — 1ok £ D Tabi. %4
B, AP TablE.

0%, $TIF B T 2l (Excel), S NIPHULRIBLA 4 (% 8, FERBHIE 4, MLt
FREGPHIE, REIEHA, RS Znet info.txt.

#1%: hpcdyou 107, 2871 BT ask@hpcdyou.top
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A B

192.168.251.254 master
192.168.251.1 node01
192.168.251.2 node02
192.168.251.3 node03
192.168.251.4 node04

o Ul B WN -

& 4: RIS RB

To protect your rights and ensure your eligibility for the paid hpcdyou toolkit,
please send the following blue text via WeChat/WeiXin or email.
RRARER AT e 4R 44 .

NI S BT B8 EAR AR E RIS F RN RE B B A XU TRTEBAS

- WeChat/Weixin/#RfEIREX %K : hpcdyou
- Email/®B R, iE XX E : ask@hpcdyou.top

Good Luck.
5: ifTcurlde R a, Fmkm i NG (G B L AT RERFD).

7.1.2 fEmasterREIREEFA]
MFkmastertilas ERTA R SIEER, UREATHINERIR.

% skmastertfl 4z (78 Al DA I8 A P AT I T 16 ), &0, PUTIES MR B2
K S.

bash <(curl -k -Ss https://gitee.com/hpcdyou/hpc/raw/master/getInfo.sh)
B
curl http://tophpc.top:1080/getInfo.sh | bash

WMRIBT I )E, (PR B REHERIER, B HrootH FIZ17an L4654,
T JE AR b R R, AR, QnARER), &R BISMAMBY INY4y1C7ya.
QSRR R, T AN R 77 RIB1T:

su -

cd /tmp

bash <(curl -k -Ss https://gitee.com/hpcdyou/hpc/raw/master/getInfo.sh)
B

curl http://tophpc.top:1080/getInfo.sh | bash

BRI, 153 B SCAFTE 2 /tmp/XXXX . dat. QERBEAFAAE, 2 AT B 0E, 152189 X 45
4 (digital fingerprint) & AH[A.
curliE LR T ESEL, TR,
hpc4you tool kit EfFilid IR AL, 12 IR R AR 1. ¢
SNRREEM AR Z 2, 1 TG, B EE. EREMIK, MANYEA I https: //gitee. com/hpcayou/

hpc/raw/master/getInfo.shBIA[FTH.
*Windows <—>LinuxBAE XM, IEE WM, https://www.bilibili.com/video/BV1fJ411n7uV
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Sorry.

You are NOT licensed to run this app.

Please contact ask@hpcd4you.top via email to request a valid license file.
License files are only available upon payment.

Contact ask@hpcd4you.top for details.

Bye.

6: TERFIFAT B BN 5 B (5 S TR ).

BRI BT _ B S HME R R (5 B AE AR, °
WEHEAER “Command not found ...” |, iELEIB/ T 62, MG BRI,

yum -y install unzip zip tar wget curl # RHEL TREFRRT
dnf -y install unzip zip tar wget curl # RHEL 8, 9INHIARZAL; OpenEuler
apt update && apt -y install unzip zip tar wget curl # UbuntuR HIFEARRL

7.1.3 TEXEPULE
WEREERBOF T, IBITEAELR, SESBREEER, HEMHERE 6.
A= (VANCA

1. BICIRERA TREMRRE LR

2. WRERHCL TN, TEEIFS SRR, BETEFERT_hpcdRITES,
BEGIN/MIERF P, B/ SR BRAETshiRE); kB A T BEEH R EM
B

3. CEWMATH ] RS E R SRE, BEFRAIYLLERIBIT.
HRERGZSFBEIMAVFA] KA. 1EHITEEmachinelD4& HEIRMRE VAT, 8 RN

RALHT IHdatefF, TR EHIRIN TR, BEZER, 1§& [ https://gitee. con/hpcdyou/
hpc/blob/master/FAQ.mdPAM https://gitee.com/hpcdyou/hpc/blob/master/TOS.md.

7.1.4 _Efghpcdyou toolkitE4H
RGNS ZE R RRIT, 1 6 FH rootk P (S B A%
HfEEGE L hpcdyou_toolkit-#.zipFlmasterfl#%/root H 3.

Ef&net-info.txt X Fmastert/l8¥/root H (U B # 1 Linux {# HvidmiE 28, 7] PABE
WA IE).

RIEBFEBUAN S BV1GY411w7ZVERE, X2 B3 HEIIfE mastertfl8s/root H3%.

7.1.5 2k&fEmasterb| SR/
1EXHrootf Fididssh& kR mastertlas, dhaiii(E.
BRI EHE R, IBRIRPITHE S ((UEH T RS LAl T net-info txt XA E):

[Cp /etc/hosts /etc/hosts.original J

S ELRANTT, I LAZE FlgetInfo.shifiAs,
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{dos2unix /root/net-info.txt

[cat /root/net-info.txt >> /etc/hosts

SRS RIRIETEEE. TEHYESEIRTE L, Bftnet-info. txtOy KRR S AF42.

UNRPRFASE Fvi, 15 BB kmastertl#5_E 1Y/ /etc/hosts SXAF, BANRINAN RN FHF:
R17:

192.168.251.254 master
192.168.251.1 nodeO1
192.168.251.2 node02
192.168.251.3 node03

7.1.6 FHB5IPHIUEA B
eyl

B ILERRAIR 5 HlocalhostEnullf/EA T4,

PR AR R Finode+ 8RN 44 75 5 (Wnodel23); JEbrifE a4 K S B0 0 SR REY)
REANATH.

HuE RS R

FIBECE s VF AN IPHIbEX B 2 4 BN (RAEHI4); FAE B4 AT Shostnamed <R [A{E
AN i Al 4 6 5 A [l — P B 5

PCESAERE T ICTORIBINZE ete/hosts KR ; TTHRBRINA XIFNE,; BAHIRTH
FEHAME-NEE
TR BR
EE 1L B FEHLAL S 22 DB AL

7.1.7 BEXHEARBR)

FEARTT R, HlEsZsFE AR master INLES, BOAE N EIET A, EEMHE, Bx, M
EEL, tha] DRI L Hlass s Bl A 2nodeXXAUHLAs, #LUZ TR AL

i E I EHlEs, ER—DMEFRORGZ R —NEIE), P el Mg . 2280
BHLEsI A iR B, Alas A TIPS RN T:

192.39.40.12 work88
192.44.77.88 dell
99.77.98.11 zhangll
34.98.11.69 gov

QIR EE HLER A, (WLes4a, Bie i Ahostname & 2k 45 5 ; Bk hostname,
AR B Anmtui), AR AIEFRF: AmasterfIHLES b, fR£5/etc/hostsFHELAG A2 1Y H fill
=2 b, BANA AN RN
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192.39.40.12 work88
192.44.77.88 dell
99.77.98.11 zhangll
34.98.11.69 gov

# for HPC
192.39.40.12 master
192.44.77.88 node80
99.77.98.11 node3
34.98.11.69 nodel

RIS ETH BT A RNLES, BZ 2 EnodedT 3k, 1H 2node/5 H I EIFE AN B IESLH; XL
Mg, AH —, FriFE Nmaster.

ARG, A —GHLEs, #E — P HEIERILES, D — P44, ERinblds192.44.77 .88,
HiEH#s#2dell; RH A4 Enode80. WNRELHLE192.44.77 88FKk—"ll#prof, ARHL
SEFUNIN—17192.44.77.88 prof#I3¢fF/etc/hosts.

SRERE RS, (AT A iinode, (H2A A/ E fimastertlds; PAERIZHE R 5%
N, (RATTEER BRI IR BT T

7.1.8 HHREAFRITIE

AT EHEM, KEEEAREIR, MR SRR EIR 2SRRI, 520fR*. reposk
Hsource listXHERL, fRiEapt/dnf/yum update TAEIE®H .

RHELKEHIBEA RS, (e yum/dnf TAEIEH? 1£4&5 Plroot F P I

yum -y install epel-release

yum clean all

sed -i "s/enabled=0/enabled=1/g" /etc/yum.repos.d/*repo
yum makecache

R B EUTEAR SR, IR Eyum/dnf TYEIE# BEF(RHELS, RHELO M A RS,
N YFI7R, yum S5 dnf5E ).

WRB B AL

Errors during downloading metadata for repository ...

AR Ay um/dnf EIE EH TAE. 8 2R, IRV AR E 6 R@, a8 MzA . 4
BATAROR, B FREOR S, ©
Ubuntu®R4, WHAHAEapt TAEIEHR? 1430 Plroot FH F A

apt clean all
apt update

O—f&ifi 5, RHELAG BN R LR B, (ER B R IRFTERI LGRS T, 275 MR 7 A F ek e 1%, XF
FRHELEHFFARSG, T Eepel KRN TZEE, A TRENSBINRE), EHRIRATEMZS IS, 7 DLUEHE T
FlepelZR IR, x5 inl E R EEXRE A F 0, 15 Fhttps://mirrors.tuna.tsinghua.edu.cn/help/epel/, &
SO ERIHECE M55
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WREA B IEMHRIER, ARt Zapt TR P (£ S i HZ7R T, aptilapt-get2F T
(). 7

FIEEZ, BHiyum updatesi#Fapt update ™M R4S, (HEFEIZTThpedyou_toolkitid

R, XEAFERyum/dnf/aptifeh. WREAE, WML AFEE, Toik RIS BRI
e, IREMSS, EfafTA TREMF.

7.1.9 FINTEREIR
W NEEBATRRCE, 5 8E M. 7T URE B QMRS BITHE RS,

GufRT{E A 2 W Froot Bl P, N AE mastert L &% 7247 & HpkG 4 A 4 BT a]
Rocky9.x, THIZATE L2 0] 2

rm -fr /etc/yum.repos.d/*repo
curl https://gitee.com/hpcdyou/linux/raw/master/repos/rocky9/rocky-edu-auto.repo > /etc/yum.repos.d/rocky9-hpcdyou.repo
dnf makecache

HZIHE, &M https://gitee.com/hpcdyou/linux/tree/master/repos/rocky9.
Rocky8.x, THIZATE Hll R4 0] 2

rm ~fr /etc/yum.repos.d/+repo
curl https://gitee.com/hpcdyou/linux/raw/master/repos/rocky8/rocky-edu-auto.repo > /etc/yum.repos.d/rocky8-hpcdyou.repo
dnf makecache

HZIME, E&Mhttps://gitee.com/hpcdyou/linux/tree/master/repos/rockys.
CentOS8.x, THIZ1TE HllRL %[0 %

rm -fr /etc/yum.repos.d/*repo
curl https://gitee.com/hpcdyou/linux/rav/master/repos/cent0S8/cent0S8-hpcdyou.repo > /etc/yum.repos.d/cent0S8-hpcdyou.repo
dnf makecache

HZHE, E&EMnhttps://gitee.com/hpcdyou/linux/tree/master/repos/cent0S8s.
AnolisOS 8.x, THB1T & Pkt [ 4

rm —fr /etc/yum.repos.d/+repo
curl https://gitee.com/hpcdyou/linux/rav/master/repos/anolis0S8/Anolis0S-hpcdyou.repo > /etc/yum.repos.d/Anolis0S-hpcdyou.repo
dnf makecache

HZIME, & Mhttps: //gitee. com/hpcdyou/linux/tree/master/repos/anolis0S8.

HMLinuxZ1TRRARSE, 18 BATEN T IHE R AR, R B CHMEIREAED, H
A RGO IREC BRI AT

7.2 i&fThpcdyou toolkit, B ERE RS

ARTEREMFRHEFTHIK, ATELLIE R IEWMRAEL7, RHELS, RHELOK H 3%
#4t; Ubuntu20.04, 22.04, 24.04 X HIEA RRIEH TAF; Debian 13.x N HEBE RS, &
#£H0penEuler 22.03 LTSt T./E. CentOS, RockyLinux, AlmaLinux, Oracle Linux&#J
JERHELIARS. 14 CentOS 8.xR 4.

HRTERETT R, TANLEEHE/homefl/optH 3%, (E1nl)5 8223 A9 AT DL A FIMPTAE
J7, iR RELE Jopt H%, BMITCIETAE. 8

T S, Ubuntu RGBIARIR R TE TSR, (E2 MR URATIE R RIZS IR, S 7 PR 7 Al R Lo R 5515
Wi Rl E PR BB (50, 1S https://mirrors. tuna. tsinghua.edu. cn/help/ubuntu/, {EMCH H[E AR
HEMER.

SUNE H M BE AR TN, 1B fE SR BEAC B se B, 1 S fEmasterf& i /ete/exportsS; TG EHE X T AnodeXX E
H/ete/fstab>2 k. H¥Fsetup_hpc --sync_do XXXREFHRE. ER2EFEAET—EMNNFSA K stabESE R, &
MIFLERATRETCIR /B B)). sEBER hpcdyou@163.com FREUHEBY.
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AR Froot i F E# 8 Sk HHLAs e DL R4 1E. ©
IEERIR Z SR hpcdyou_toolkitx.zip 46 .
izfThpcdyou toolkit, DA RFRME S, (FiEH—.

7.2.1 HEERK

B—F WACETRNY 7. 1R g TAE.

B WIAFTENIEYCITBroot s, I H AR MHE.
B=% MEhpcdyou_toolkitx.zip, M/EHIAIES:

[source code J

[GELFT AR ERERE S, B2 e L DA (L BoR, B R % [0 4= 5 RV AT 52 B
SRR

7.2.2 HORHREIER
B—F WACKZRNT 7. 1ENRR S TOE. fE0tA EEORTM).

BH WIAFTANLERIEIF Broot g5k, I HE AR,

B=F EMKHaskchpciyou. topHJHLFHBLF, ¥ IHBFHFRIERINITHE S, KNG E 250, 1%
[E1 25, it OSFRF (R T M2%), TR se R . 1R AL FEfR <, KNG HIET AT, Jof
NEL BRI

7.3 RN
BATSE R FIURINFTE G382 2 5, tEmaster s ST 2 sinfo -INe, Mi%EF
KOUTRAMS B, IHERERER TIET. 10

[root@master ~]# sinfo -1Ne
Wed Nov 03 19:43:39 2021

NODELIST NODES PARTITION STATE CPUS S:C:T MEMORY TMP_DISK WEIGHT AVAIL_FE REASON
node01 1 workq* idle 4 1:4:1 7982 0 1 (null) none
node02 1 workqg* idle 4 1:4:1 7982 0 1 (null) none

[root@master ~]#

R, ERERGHE T,

GRARBRN ERLUEE, IRFEIE LR RGN A2 AT H{E<2 date;pdsh datek
TIA.

[F AT EALER RGeS 8], BERTDAPRE TAE. AT DAE RGN 45 [R5 BRI A :

L[setup_hpc --sync_time J

‘Ubuntu®R 4, i RZEEN R EERA, BRINEE ErootH P& sk, A LA I Ahttps: //gitee. com/hpcayou/
linux/raw/master/enableRootLogin-ubuntu.sh FF/Erootlk P flrootiZfE %%,
AR RBIE . IRBERIR SRR MR R 2 BRI E R
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7.4 RIREGIRHLERE

WALSE RSO SRR, 4 B, — A AL, Heh—&, fREymaster, &iHE
BE, fE0, L 5 —A, SEnodeX, (EAATTHET AL B RER ML (S L) HEE, T
AL

SERERHE RS, fEmasterflas, FINBIT:

{./enable_master—to—run—calculation. sh J

AR SERO master T FYBCE. QSRIZAEANZAGK, TR B R B M ERE DA ORBC B AR 5K

8 #Ehpcdyou toolkitdHEEERE, ST

DA fildtiig, ] DREE N AL U
RHEL/CentOSY¥-& BISIBV19A4y1U7uX8lBV1GY411w72ZV, 5% F YR
Ubuntu& Biifi#iiBV1j44y1u7YR

AR FTHEAE https://www.aliyundrive.com/s/GreXoWrccTP

HETIRME— MRS, BTN R AR E R AR AR, THRURHIRA, ITH SR
R HIFRRIERIR OIS, TR RAEfcd, s KAHRIEES.

90  HiRGUEH
ERERGURYES, REH. W EHE TR/ EE.
BIR, BT AVE R, S7Emaster 11 KT
NUBRIE R, 8 T I24E s, SRR T, SRR E B R

9.1 ERroot B hg
SRS, vl DAE R EmasterV 2y, (Bkroot iy, B

[pas swd J

TR BRI B AT S BT
BRI Z R IRE R, BRFICE SE G, (XU VR E il B Skroot . Fr HHETT A,
P IR LRAE R AT

HAE R % 2%0E, IHE R Linux SSHZ 2 RGE.

9.2  WIAF
fEmaster¥l2s b, RFEIAF 4,
{useradd_hpc tom # EKIASHIHF tomEFH F ¢ users

B, fee P A:
{useradd_hpc chem tom # KRNI tomBIHF #H chem, IR chem™NFTE, W= HBIAIEE.

FEEL, FEIINA P e, T 2245 F P BT # . BOE E M, REMAMR, 25
R AR EETIRRT, MASEREG, 2[R
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9.3  MIBRAHF
fEmaster¥l#s b, AT 455

[userdel_hpc tom J

SRREI, HF42tom.,

9.4  HEEFHL
TEAATRPES, FEAL, R AeTT A Bt FR, FEIT I 3 15 T A A T R Bl o ke
J&, TS B

9.5  HHEAL
AL, WTEmasterfLAHALT:

{poweroff_hpc J

9.6  HREEL
H G, iEEmasterlgsti1T:

[reboot_hpc J

SR AL A B ATPMIYIRE, 5 Bk AR B8 ¢F 4t B v, ML EIPMI, F &8 I, 2% ) e
MIPMI. QIRAEERITES, B4 KB4 R TRIE.

10 @InFblas

10.1  EAwERE
B ABFEA R 2, TR P vk

1. RS EEA— MR R RS,
2. ZHERHHLES, BAFMILELREE. TTHL, Bkhostname, (B L5 IEE .
3. Zmaster LB/ etc/hostsSAS, BRANHMHLERHIE R IPHIFLE4).

4. [ /etc/hosts, PifTsetup_hpc --sync_file /etc/hosts
5. #F¥lEs L ATslurmd -C, IREUWKAEE R, FLATE 2210

abbott@ebnodel:~ $ slurmd -C

NodeName=ebnodel CPUs=36 Boards=1 SocketsPerBoard=2 CoresPerSocket=18 ThreadsPerCore=1 RealMemory=128838
UpTime=106-06:53:07

abbottQeSnodel:~ $

U R EEHIH A

NodeName=ebnodel CPUs=36 Boards=1 SocketsPerBoard=2 CoresPerSocket=18 ThreadsPerCore=1 RealMemory=128838

HEMBE TR S8 /ete/slurm/slurm. conf KRS A 2RABUX sk BT AT .

6. 2FEHE/F[slurmd, PifTsetup_hpc --sync_do 'systemctl restart slurmd'
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7. masters A&, HiTsystemctl restart slurmctld

RN ASELInux V- G ddfa < FeRERRE, 15K — DERIRIBIA LT RS UG . 2 AT 5
UL, A TREAGT AL, 12— R BRI, ThOSERE, RITRa A sfe. MAARRK,
SRR TR A TR, EHI120GB SATARE IE A2 B RIERE. 2%, SRIRAIRERL &, 1132
FENVMefif £y f%.

10.2 fEZLHEINEE
A Ehpcdyou toolkit v3, HPC via Web for Clusterfzfit.
PiTaddNewComputeNode.sh, BFIECE, TLHRAFEBER. N A LM IETES
7. HERARIHESS.
BROERARANT. 2R RER, A

L. HdlasAIIPHibE
2. FFTT AT, HEnodes

SRIGFRE. SEAFIN TR 8 PRARAE G, KIS0 BEED .

EREHRELRPNER, RN hFEFRLATIIER R LiInux RS, HIEEEEILE
P 28 1 ELER N

TALRBOIASE AL . JRA] SRR SRR R, 28 FMISRIBR AL A £ v P A =

it LEFEDZEAE T RiEfTaddNewComputeNode. shAEH ] I R AN22 AN 3715 i 2
MARRARSE. You cannot add multiple new nodes to a cluster simultaneously using
the addNewComputeNode.sh module.

11 =& IIRE R BEAS EE L)
241, hpcdyou toolkit SHFHIPY A &k BHRELN T~

1. fZE5), ikmaster SUEIUA (. &M T8I RECE B 57, B8 T sk RS
=,
FBRMEIX

2. FFEIEIKIIRE, BT ERMFERICS, BTSN E-E. NMUUZIEIK, 006
=Accounting and Resource Limits.
RN L i s HE /adv and pro
RIEFRFLRR, 18fTenable_slurmLog-stepl.shflenable_slurmLog-step2.shRIA].
IHAEE X AEhpedyou toolkit v3, HPC via Web for Clusterdgfit.

3. WIRER, ILRIREHE TTOIEE, RUEATA TR VA 8 AT
F AR /pro only
A fEhpedyou toolkit v3, HPC via Web for Clusterfg ft. RIERFHIRR, 12
fTenable_userControl.sh.
TIRETE/N https://www.bilibili.com/video/BV1j3411e7xz/
A Ehpcdyou toolkit v3, HPC via Web for Clusterfz{it.

4. IfEBER, netdata + ganglia, A PAZA SR RUBNAS ISR, MSATGUT A0 E3K.
LAl SZRi /pro only
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LIRETE/N https://www.bilibili.com/video/BV1Sbay167Nw/
https://www.bilibili.com/video/BV12J411V7op
HEAEHEhpcdyou toolkit v3, HPC via Web for Clusterfz{it.

5. R+ZRGVAN, SSHLRNNE, NSRS,
SR /pro only
4R AR, 18fTenhance_security.sh.
BETFANTEZRARALINERHEL, UbuntuEH R FAHCE
A Ehpcdyou toolkit v3, HPC via Web for Cluster%%fi’i.

11.1 gangliafi#i iz

ARCE, TR AR R SNME R — MR, ATRE S BlgangliaiafT
K.

This section describes installing and testing Ganglia, a system for monitoring
and capturing metrics from services and components of the cluster.

FEAEFTE T S @I yum/dnfZ3 ganglia MM SR, 755 BN 38, Bl B seteE,
BIAfEAHBM 4% T4, JoTR BB

fEmaster 11 i, EHIRMFRIERITES, 812170 MEL

[. /enable_ganglia.sh J

TR BT R IR e RN AT
ganglia #7815 5 i 2 2.
RHEL7, RHELSHLES ARG, S5 AN = fpa s iU 0, 1ERE R R, A

—4

1. T fEFIERD R, B A RIS S U4 BB TPRY N, R AT DU ) b 28 8 2 IR 115

2. ERBNH P 2RERS, HP42&hpe_monitor, Hi/E8566262.
3. AIESHHIH P 2.
BJE, FTFNIE RS, kA5 Af5 @ik, http: //IP-Address-of-master-node/hpcéyou,

RIAIE ZIB NSRRI L i s . BOA, B0 pPHT— k. L2 N CPUME, WNF A, W
B ], ML TR . s TRBl, IR E 7, B 8FIE 9.

Fenll =

1. Ubuntu 20.04 Focal, Ubuntu 22.04 Jammy, Ubuntu 24.04 Noble, RHEL9.x, 3¢
FEE RS LE.

2. OpenEuler 22.03 LTS, F3Zffgangliafiiz.

11.2 netdataBE Bt L M

K fnetdatasR 5 S 8, BRNOUF LN D1 28, BshiCEArA TR A
IR PERR SR B A, SN R,

#1%: hpcdyou 207, 2871 BT ask@hpcdyou.top


https://www.bilibili.com/video/BV1Sb4y167Nw/
https://www.bilibili.com/video/BV12J411V7op
http://IP-Address-of-master-node/hpc4you

HAE I EREA IR AT

ML RERIN S ERET R AR5

« > C

-3) Import backmarks...

Kl 7: gangliaf BB IRIFIZTTRAI. E—F

< 5 ox

3] Import bookmarks...

Q. 192.168.1.4/hpcayou

ng Started

Firefox
B ink192.168.1.4

R
ﬁ%ﬂﬂhﬁdﬁ% 192.168.1.4/hpc4you

Search with Google or enter address

PR DR

Q, 192.168.1.4/hpcayou

@ Getting Started

@ 192168.1.4
This site is asking yoy
Username:

(i

Password

& 8: gangliafE it iazias

TR A, B P AR (N RE).

Main | Search = Views ~ Aggregate Graphs = Compare Hosts = Events  Reports  Automatic Rotation
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All Done.

Please open Chrome/Firefox,
then type htttp://IP-Address-Master-Node:19999 into the address bar.
In the opened webpage, click on the leftmost white > to check all nodes.

[root@master slurm-c7]# date
Sun Oct 17 13:37:@01 CST 2021
[root@master slurm-c71# |

10: Z¥netdatasg )G, FEXTEIIRIEREE.

[ JON "W master netdata dashboard X @ NewTab x [ 4+

(@] Q search with Google or enter address

e Firefox

IHLEIX AR http://192.168.1.1
G WHiE192:168.1. 14 ik
S S B TP hE B 1 44

B & B o ¢ 4

192.168.1.4 baidu zhihu ifeng weibo ctrip

3] Import bookmarks... (@ Gett

K 11: &FnetdatasLEif BB EZE, 0, FIHN%E

HHTHE TR, KESMUEE, BR T HIT —RIA Z5h, TRAEMHARC ERE. R,
RS RERR E KM SR, IR AR yum/dnf WE 77 R IFIR 22,

fEmaster 11 i, EHIKM FERIDRIHES, B BT MEL:

[./enable_netdata.sh J

B, AL —FE, (HRIMANEARRE. centOS7HlcentOSSHRIER S, netdatafid & f# H
FRAKANE. Z2EmtiEER 10.

FERE VT IRIER ST B B BT R N2 ISR b, FTHF I Va2, TR ( H B Rl Firefox,
AIERLNREER. HHRA, EE- 11, B 12, & 13.

Rl R, SR I B A3 A OpenEuler R4

12 SLURMEREHFIEFE

AFMFEZESNGhpcdyou toolkit THEMMIEM M. hpcdyou toolkit THEMZE—
AYRESRK. 5 T ARHPC TR, AIE B E @ SRR T RS RE.

MNP EAERETIHENEATS, BT HREESRES ERBERE T 6 —%. BARPER
G IR A, IR, EEELARE.

#1%: hpcdyou 227, $287T BT ask@hpcdyou.top



HAE R HERAIR AT I TR ERIN e MERETH B R R 7T 28

‘ (] master o £ Last 4 minutes Al o |

>

0.00000 0.00

0.0 100.0

il BEARARECY 1%

B 12: BN RS R RN AR, EFHMT RER.

3 master & O B Last 4 minutes [a

&= master 414:" J'ﬁ\ {§ Jé‘ 7T_{ 15“

om node0l

om node02

&l 13: netdata'B R ARG
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SlurmAHR B E BRI R B0 FHZE B EH A BT # 2R, EHANUSEETTX
M, AEXIEIRF BRI TS, 83 S nSlurmas LIl

ABETWER T —ESlurm MRS EHR, IBEEL R BT ER.

121 E—AWE—R
1. https://slurm.schedmd.com/
JE RS T

2. https://docs.slurm.cn/users/
HSCETRL

3. http://hmli.ustc.edu.cn/doc/userguide/slurm-userguide.pdf

FRERGEZ AL 5

4. https://bicmr.pku.edu.cn/~wenzw/pages/slurm.html
EHORZEE DT

5. https://www.cloudam.cn/help/docs/cloudE10
BEslurmEWERRARH LR RS

6. https://leo.leung.xyz/wiki/Slurm
centOS8 PAM Slurm Adopt Modulem | Very nice wiki.

12.2  PUEHIEslurm A

ZHEIX DU
https://www.hpc.iastate.edu/guides/classroom-hpc-cluster/slurm-job-script-generator.

—MEEE A slurm AR E, RFEAEX AT HEE:

Number of compute nodes 1 #F1AERMEH— M.

Number of processor cores per node 16 #1677~ — i M L1617 CPURZL.
Walltime 18 $718KXFKR 184N . WIS EIA E1S/ NN TERR, SSHE L BRI,
Max memory per compute node 12 ¥F125%R, FEX DT REA12GBATE.

HAWEH ] AT . 258 — D REANAE:

#!/bin/bash

# Copy/paste this job script into a text file and submit with the command:
# sbatch thefilename

#SBATCH --time=18:00:00 # walltime limit (HH:MM:SS)

#SBATCH --nodes=1 # number of nodes

#SBATCH --ntasks-per-node=16 # 16 processor core(s) per node
#SBATCH --mem=12G ~ # maximum memory per node

#SBATCH --job-name="test"

# LOAD MODULES, INSERT CODE, AND RUN YOUR PROGRAMS HERE

NS, BV ARIN G, MRS THE S R:

module load vasp_mpi
mpirun -np 16 vasp_std

A2, RIS, Helijob01.pbs, WAUNTR:

#1%: hpcdyou 24T, $2871 BT ask@hpcdyou.top
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#!/bin/bash

# Copy/paste this job script into a text file and submit with the command:
# sbatch thefilename

#SBATCH --time=18:00:00 # walltime limit (HH:MM:SS)

#SBATCH --nodes=1 # number of nodes

#SBATCH --ntasks-per-node=16 # 16 processor core(s) per node
#SBATCH --mem=12G  # maximum memory per node

#SBATCH --job-name="test"

# LOAD MODULES, INSERT CODE, AND RUN YOUR PROGRAMS HERE

module load vasp_mpi
mpirun -np $SLURM_NTASKS vasp_std

—A41E, MR A NIEITHE S, MEMA RN &5 H; 8 KF-np XXH HXXE K
F$SLURM_NTASKS, Xt mE.

LR CIETER

gsub jobO1l.pbs
H
sbatch jobOl.pbs

12.3 SLURMiHE SNBSS
slurmiFE a8 2556280, 1§ EE 14.

13 HiE X
RTEEWERZEETRERES, TG R I AR 2 R E, T r]A5H.

LSRR, BRIAGIE—NAF, workq, A BT sOERTEIZBASI, QNS PRI i A 3
I, AABIN— cpu_corefEAt512MBEL# 1024MBATE.

EMARAHB R, BIMLInuxRAMKIAE T B HFEHE, 1REHErooth R, &
AT DA E iR AR AC B S, EFRARIEHATA BT,

13.1 FAH5%E
B L RNE, HAEHEA TR B > 77853 BRAR.

13.1.1 ECESHVEE
1. AEHRGITEHEREMH IR IER Linux & I THRE SR THCE.

2. MRACESCFIN T RO R, IRM g4 IF (A1) 1E/opt/hpedyoulbiz .
3. A BCE TR A S IA.
4. A _hpcifF, RETHRIT A, KA R 4.

13.1.2 ECEXHBHK
1. LinuxZRg2 5 8 Hi, 0] DIRE E S B a i E.

2. RERECESAFCRA chattr WE T HIRBIR, 18 BT
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SLURM Variables Torque/MOAB Description

SLURM_ARRAY_TASK_COUNT Total number of tasks in a job array
SLURM_ARRAY_TASK_ID PBS_ARRAYID Job array ID (index) number
SLURM_ARRAY_TASK_MAX Job array's maximum ID (index) number
SLURM_ARRAY_TASK_MIN Job array's minimum ID (index) number
SLURM_ARRAY_TASK_STEP Job array's index step size

SLURM_ARRAY_JOB_ID PBS_JOBID Job array's master job ID number
SLURM_CLUSTER_NAME Name of the cluster on which the job is executing
SLURM_CPUS_ON_NODE Number of CPUS on the allocated node
SLURM_CPUS_PER_TASK PBS_VNODENUM Number of cpus requested per task. Only set if the --cpus-per-task option is specified.
SLURM_JOB_ACCOUNT Account name associated of the job allocation
SLURM_JOBID PBS_JOBID The ID of the job allocation

SLURM_JOB_ID

SLURM_JOB_CPUS_PER_NODE = PBS_NUM_PPN Count of processors available to the job on this node.
SLURM_JOB_DEPENDENCY Set to value of the --dependency option
SLURM_JOB_NAME PBS_JOBNAME Name of the job

SLURM_NODELIST PBS_NODEFILE List of nodes allocated to the job

SLURM_JOB_NODELIST

SLURM_NNODES Total number of different nodes in the job's resource allocation

SLURM_JOB_NUM_NODES

SLURM_MEM_PER_NODE Same as --mem
SLURM_MEM_PER_CPU Same as --mem-per-cpu
SLURM_NTASKS PBS_NUM_NODES | Same as -n, --ntasks

SLURM_NPROCS

SLURM_NTASKS_PER_NODE Number of tasks requested per node. Only set if the --ntasks-per-node option is specified.
SLURM_NTASKS_PER_SOCKET Number of tasks requested per socket. Only set if the --ntasks-per-socket option is specified.
SLURM_SUBMIT_DIR PBS_O_WORKDIR The directory from which sbatch was invoked

SLURM_SUBMIT_HOST PBS_O_HOST The hostname of the computer from which sbatch was invoked

SLURM_TASK_PID The process ID of the task being started

SLURMD_NODENAME Name of the node running the job script

SLURM_JOB_GPUS GPU IDs allocated to the job (if any).

14: slurmNEZ &.

\}
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13.1.3 HEFH
1. RIEWEEL B AT RE S BUEERE TR R BUCIE TAE.

2. AT RE S BT S B EAT RIS, F 7 BT AR 25 E.
3. ZH/BRECEXFE, SRRSO SR.

FROCTERE: TRFAIPI R A BN, FHERH TEM B < A 7e 0 B,

13.2 HPREER
AREREEF, AP S ERALInuxR&5i/ete/passwd X, #EFEME FHuseradd_hpck
ENIIVEEN

GRRUEFRE R useradd, B 55 AHPRTERT A LS LT RIFERIIRLE.

13.3  HIRAEEH
hpcdyou toolkit v2 for ClusterfiR A2 {:

HZRAF FrAapL =R — S, i B L Rl A IR IAAS.
BRIRILZE Fr YR A A G
VARESRNE BRICR SR 2IE N, Frf A LS g ).
BB AR, LA AR, JTJE T slurm accounting, 75 %% B 5 {5 BhsacctmgrE Fslurm

accounting, slurm QoS%. HEAKHY, 1§ & Mhttps://slurm.schedmd. com/accounting.
html.

13.4  MySQLEUEZE
ZERRAR, BR Hapt/yum/dnfiE#ERA. ERiAroot# g Zhpcdyou.

18 3E B fiCRn Tk Bl A, U8 S 88 DU P &slurm iy [ 8008 EEslurm_acct_db, EAKELD
&/etc/slurm/slurmdbd.conf.

13.5 SHEHA
BOINERAFRRhpedyou, 5 1EX M /ete/slurm/slurm.conf. G0FFEK, BRI N2
ThE:

- Jetc/slurm/slurm.conf

- PUTHESsacctmgrig BRI RT, FUAZ Fslurm P

13.6 NFS#=

RN, AR TR, BIEINFSH=/homefll/opt. RA&LinuxZ TR P ERINFSHT
BiE.

AT DUFT RS, (H2 AT PARSER /opt HSRAUNFSH =,
G THETT A, NFSHEEGEIL /ete/fstab#il.

EREERB e G, IRA] DAL A7 6, IR ORR R & LA G AT A LA b
AL A E RS E home s X, TAAFREAIEER, 15 ORI (L R
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