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1 BILE
NTETEE, TEHRRGENT:
2R /path/file
L E%: MKLROOT
4 command parameters
FALIF BT TGS -

export OPENMPI=/opt/openmpi/1.8.2_intel-compiler-2015.1.133
export PATH=$0PENMPI/bin:$PATH
export MANPATH=$MANPATH: $0PENMPI/share/man

A A SRR

QUEUE_NAME PRIO STATUS MAX JL/U JL/P JL/H NJOBS PEND RUN SUSP
serial 50 Open:Active - 16 - - 0 0 0 0
long 40 Open:Active - - - - 0 0 0 0
normal 30 Open:Active - - - - 0 0 0 0

Rl A

1. 152, BTHIT. MR moE — T80 SRk —1T %, ii%Enter. NRKMGATH
12— M AT,

2. fERTX D RNG .

3. FTIBRIASI A, SR AIZ P AT IR TRIE S, TAE— .

4. BRAEFERISETE, BT 3R0E, 202K root AP ORSERL.

5. FTHIIBEES, FAFLANIR AT S, B2 KM IR, TEAsSOIRAS T AR

6. MR, #IFLIAE, #UZTERE. ToiC# B SHIEMILTT, G4 7E A KA AT A 2,
HORERE.

7. “fEmasterWlEHIE" | SR 2 sshife 5 5k B AR LA BT 0E; S NIEFFHE
~MEE.

f5: hpcdyou BATT, 3471 T #BA: ask@hpcdyou.top
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R EFIRA & ]
\\ “,\_ User name admin v —— —
/ill B g’%? Tﬂ: u RL% ﬁl ﬁu _F ﬁ ﬁ vvvvvv HRRBHK, M. 6. SHHRRE
Language  gnglish (USA) v [ry—— Pr— Geous sescrpnon
=3 anl = =
SERRHT R P /4
ves PSR TE
User/Group Portal e
RRERREF T
e e
== &7
HPC via Web x +
PIA#mProjectsikf&;
o o8 = ieessels o Welcome to Resource Portal PIOCCS > IR o
HPC via Web SRR T —
Do not have an Account? Allocations »
User/Group Portal
Resource Portal BT PIRR ::I,e;z: Email the Administrator to request a new account e —
TRACERASHTEE 1
SN P Rt
Projects » #PIERERREAATEL
Log in to HPC User Portal Allocations »
Username Projct  Resource St
[ - ]
AR EERER| "o

1: B Web ] ML /E S HI Y8 #F RS (HPC via Web) 1% (F 5 H, /=B —

2 AR S R

{2 BB T A E M (hpedyou toolkit Web v3.1, PARfRiFR TAEMF)H 2K
EHARG, LICREHEZ A, #2EWeb R 23, 1@ S BARME THE(E. ATk
BERE RGNS EE 1A 2.

3 BN
REEIRA, FT A A IFREAY R E R A R DVD BRI S R P28 . BFRAR S5 85
T EA HBMNER. R, BIRARGRFGPUSCPURGHE. | BABRIEER 1.

ATHEMS, INEEMLY HEMRER “THENEWIMT 48 TIEERTL
illfE, e PR TR EHPCRSEHERIRI AT BAL S Hi A 4. TR AT, AU sE 2 A

ATREF, FEANERE TOEE AR MR T R R RT 8 2 LinuxtH < AT
AV RN L. PRFTER ZE OO, EHMNTE<S, f4Enterl; SFRrEB5EM, EHTEX, BR
Itz 4h, Jefth.

BRI, AR P Linux & 1T
1. CentOS 7.9
2. Anolis 0S 7.9
3. Anolis OS 8.8

4. RockyLinux 8.8

YRR B 75 F IR, SLURME 3R 31 7F Bt BGPUMRK M T CUDASR UK Z /2 75 1E# TAF. 1 RAH RIS A 52 48,
SLJI;RM?E?%&E%R%UGPU&E#, MFFNARAECE. BBRE, AP HERSLURMA HFRZEILAGPU, HIv] B3
JAEGPUZSIHHE.

f5: hpcdyou 5T, 3471 T #BA: ask@hpcdyou.top
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< how. Gt e © o s (detauit) Simple Sequential Job

HPC User Portal B R/G R ERE =

Files 384

PEhLinuxRE: AP THEECPURR. RFEK
WRFHER B

§
|
1 ¥
]
RN

g

JEEhLinuxsE@E: AFLaunch Desktop

1

APLKEIIE, AETEARBEL

2: BHAWebr[ L H1E SR HEAIREE RS P R IES m, R=pl—

5. RockyLinux 9.3

4 SRR

4.1  WEHES5MLEHT

LR T BT AEE & 3HIE 4. SN A EAERSED, EER A EXF, 5
FHAEM T Mhttps: //hpcdyou.github.io/. SLURMIRE FE A AN E H _F T MEER SO
M. SERRSCRAMLBS AR, BUR T 2L SERR A & . 2

Rl B

1. NERIEALAR 482 4, BT s B /DI, FH DARR 8 P B S 2% (I ]+
AR ) Rl SR BRI R B 45 (I B P DR (i),

2. WEREHA SN A S AAE B R, BRI @105, WVE BT RA] B
{5 B RS - 9 35 8 PCHL g B3 (IRAC B AV ARSS 2 KRR 4. ILCPUTR L B MITHR
TR R — 2L

3. PRESRFTANIEEIESR, RS —FE, RESRATELEIsITHRIRRIE R GURAR.
4. JAEBRAGHFCPU, GPURLA A IR RHTE &8 FHEE.
I S HE, AERTHER LSS, (8 A SRARAI IR g 0 B ARTEE B, BRI v A A7 i I
5 W E A R TG G B, SR MBS ROFTRBERT R, BIRNER T M
RRERHE. R EREFA I (BB AT UM R GY) T R AF SR, R AT N = T A DY DAl
AT DASCIRY.
2RO, RZIERESANLES,; MM, BH16ME3CHN, REZERE16AILE, XA R.

15 hpcdyou BeL, #3471 T #BA: ask@hpcdyou.top
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7 1: HPC via Web v3.1 Rocky9 B £khi I RE

DIRERIE:  Rocky9Bgkhi  #1F

CPUIHE  yes BINSH;
GPUEE!  yes ERINSHE
ICRKThRE  yes ERINSF
FFPEE?  yes BRIASHY
Web%tH  yes NS5
EIFAME®  yes BRINSHE
PERERT  yes BRIAHE
IR yes H3), % root B IPHsE
TEMN 7500 T HLIREE Rask@hpcdyou.top

bslurm® 4 X #F5GPUE . 41 RGPUME X K ) BL B R 4, slurmE 3R
HIGPURIRETCIE TAE, MFETFEhEIR.

2HPER, WEWRES, ERTREMA TR A REAP NGRS
ZREHN AR, BZIE, §&Mhttps: //slurn. schednd . com/pam_
slurm_adopt.html.

SAER SRS Linux BB, 7] DUS T EM T2 B E R R R

4 I EF GangliafNetdata.

Soooooooo

WAL

112803
1. o BRI, 2475 SR IR ¢
2. WEENIR, —AVDNVERARGMR; AR RE (1 5), WHESATARENVMERIZ
3. Y, IRSRBRATRR, Eak. HPEGE; SRBLBRSERE SIS,

4. JERR, AT )F 1L, BEAIORGA, Dalton, Gaussian, “VASP; “CP2K
5. HBETZ a0, RRTRBMTRA 2, S ICHEED S LR MEREES - SEUE nf DU ORI eI 2 PRI T8, $27HDL

AHERRIECR.
6. DLKM, JCitfTIE. Jidk. sR¥F40GB, BIARMBUIKRIIZ WU, 1018, ReRRIG.
WRPNIFTH R &

[ 3: TN RO IFATERE B A, RS @M TP, #32 ALogin IP; BEfE4kM
F2EAITPHILE, #5.~ Jymaster TP, 1% 2445 (2R B ISR (1 ZRBELE IR — D2 MW/ RIS, Login
IP #l mater IP2[[—4>.

#1%: hpcdyou H7T, 3470 BT ask@hpcdyou.top
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YR

i
JHP 357
f{m/mlululululals] Q—-— @

=3

171k
B

4. WENRG, ANE— AN ARG

%%ﬁ#ﬁi«fﬁ%ﬁﬁ% 5: TERLYN, WIRSABRASRE. Rk, 1EB; A7 MEATRUSRRNT AR,

SRIISATABENVMERE &9 8,
6. SEALAT AV AN CPUBLIFAT, il BAZAN 12—
AT, WG TVASP, CP2K TIN5,

B 4: B8N ROFATERAE. B R, RERER MR AIPHibE, FR 2 NLogin IP; BEELR LM 2%
ATPHEbE, FRZ Amaster IP. X4 5 (L 4% LR IR A [F] — N S AL/ SR R R B, Login IP

1 mater IPZ[F—">.

42  HPEIERSMNAER

WRTEET R, AT/ homef/opt H 3. (1A f5 52722 25 18R 1 DA K 25 FM PTHE
7, T35 Jopt H3E, BNTEIETAE. 3

TESERRA FHHR, BT DU KA B EHR A S EE FEY IR /homelf§ 12 IR L2EE joptik
ZRRIR]. MFHFZ T ROHMTIHE, E ARSI,

R R Hsingularity/apptainer B — 85 (Single-Image-File, SIF)feff, Ei%
JAE/opt, BIRTEI A B8R E R A . o AT H MM PIHATINE.

LA F LS. REMARR YA LW FHELE. ERAEHA T EEFERER
KRR, MEERENFELEFM, BEE2 REER S AN/ homeBln]. HRIEFE
T, (1 X%, E%wWES S NLESH/ete/fstabX F, ¥rmaster:/home F3kHIAZ, ZH
Jy#master:/home, fRIFZH, G THHE T AALES.

5 ZARELINUXRSE
XBEINeMFFTIHHREERE, BR T Linux$/ERSGFSLURMIA E 258 12 i Al 1Y DB ik
BT EERE. ZEHEN R, WS KBEE RN T E.

5.1 D] 28 K K|

FIT A BT S8 0% B2 1 A — A RN, B L%, 43 0 E Sh R R 3h i f 75 &, (T ik —F.
QIR R LA AT A LS F AR I, R E 8 &,

QSRR BSR4 A2 FEDNS/DHCPRR 55 58, 8k & 7RI A ] B & BRITAE, 18 Blod X Y
B a3

SO0 EAh B TIRAN, G AESE B B o2 G, & JefEmasterf&ik/etc/exports X F; T 5 FHE K A BnodeXX -
H/ete/fstabs2 k. H¥Fsetup_hpc --sync_do XXXREFHRE. HREFEAET—EMNNFSPA K stabESE R, &
MIALES AT RETE 2. SEBRR ask@hpcdyou.top FKRELEBY.

#1%: hpcdyou 8T, 3471 FLFBEF: ask@hpedyou.top
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5.1.1 HB3h

N T T B B LS BRI, TE R — A WIS ds, SR WANRE O RIZREE. LAN#Z
FTHIR£, EEe 2 48035 [ 3B FR R SR SO PRI R AL . 3l R WIFiES i e, B0A
X FIDHCP H 853 FL ik, EIC7R HAhRE .

R dd i, BUAKRH B, R R D AR, 1EM-RAET ONIRZSHETA].

e ZASE R GG, H — N rootl Y, A EITE S, 482 H3REHY. fan] DA
SEWIFiES e S HTUH , ZE RS AVIERNIPHINE. T IRX LN B AT R 1E F — DRI, i
TWiFi# HERHIWAN FIRIEERGE, it DUX LA a4 2 BERA, A M.

5.1.2 ZFF
ARVEAE WIiFif s, AU Bean ) a0 il B IPHibk .

YRA] AFENETWORK & HOST NAMEX A FBL B ; 8i& RH L5 G, RAnmtui T
SHECE, (B2 AR, FrANLESE R — N asmm e, R 192,168 X YIXAFAA R4,

A ASE T A

* https://www.bilibili.com/video/BV11Z4y1M7xZ
* https://www.bilibili.com/video/BV1Bt4y1C7CB

* https://www.bilibili.com/video/BV1iJ411v7FG/

52  MEER
TEHAEFTE R Linux & FThRAA R, JEER M ATHIE.

Cent0S 7.9 https://mirrors.nju.edu.cn/centos/7.9.2009/isos/x86_64/Cent0S-7-x86_64-Everything-2207-02.iso
Anolis 0S 7.9 https://mirrors.nju.edu.cn/anolis/7.9/isos/GA/x86_64/Anolis0S-7.9-GA-x86_64-dvd.iso

Anolis 0S 8.8 https://mirrors.nju.edu.cn/anolis/8.8/isos/GA/x86_64/Anolis0S-8.8-x86_64-dvd.iso
RockyLinux 8.8 https://mirrors.nju.edu.cn/rocky-vault/8.8/isos/x86_64/Rocky-8.8-x86_64-dvdl.iso
RockyLinux 9.3 https://mirrors.nju.edu.cn/rocky/9.3/isos/x86_64/Rocky-9.3-x86_64-dvd.iso

5.3 TIERSG
FiaENLes, DU _E R RN ARG R IG ARG, EERGUS R, r]DL:
1. ZEINSTALLATION DESTINATIONIE B R Gl RL, HfeE X AN, a2 MEA, &
VOESHAP—MENRG G, HRA B X7, AR A%k,

2. fENETWORK & HOST NAME, it A 738, mEiM &, mEaMNERE R H
BON, F sidiConfigure, ¥ A% — 1%, fEGeneraliZ il + 2) 1% Auto Connecti%
T, BRI A DHCP B ahkBEU M 4, I FHAMILE .

3. X Eroot Y, iE /A BT H .
4, HATRIENWIE, YRHARGEIA.
5. IHIRIEE D ER, TR/ N e HE H A, 45 {EAR T Server with GUI, Workstation%.

GHERLinuxZ e, R R N3,

6. AR, X, FIOREDLES, KRG RIERE/ N T 58

#1%: hpcdyou HOT, 34T BT ask@hpcdyou.top


https://www.bilibili.com/video/BV11Z4y1M7xZ
https://www.bilibili.com/video/BV1Bt4y1C7CB
https://www.bilibili.com/video/BV1iJ411v7FG/

HMAE R FERCA IR AR AL SR RIR R RE T SR R T 5

7 2 ML IR (HEFF)

DX 25 ik Hl#844 /hostname

192.168.50.254 master
192.168.50.1 nodel
192.168.50.2 node2
192.168.50.3 node3

XXES0f A Z — R Bl KRR rh, S ARk
AITPHEAL RO A 2 /S E A TPHIAE B 5.
IS PER AN ZAT, TG0 H AR AR XL

PRATEE, /] [/‘Jé}j%https ://www.bilibili.com/video/BV1inC411W7Xv https://www.
bilibili.com/video/BV1iy421875y. JGiRECent0S7.9, Anolis OS 7.9, Anolis OS 8.8,
Rocky 8.8, i&Z&Rocky9.3, RETLHEMAEE [H. 1EEEMIinimal Install/f/N2%E, 7] A%EE
ARG AR A

Rl 5. Anolis OS 7.9, ISR A B/ NLEE. AR A LSS https: //mirrors.nju.
edu.cn/anolis/7.9/isos/GA/x86_64/Anolis0S-7.9-Minimal-x86_64-dvd.iso.

MRS A B B LERANTR, IHEE M LIRS, rootBiE IR —
¥, hostnamei% & inodeXXX, ttlll, nodel, node2, node03 2. A HHEEH —MLESH
% FEmaster.

RGLETER, BR2EDVER IR, §EREELENrootE M 2S AR, Hik
Fhostname -T#5IRECY BiA A5 AU TPHIE.

WREEH B 377 BOFEM L, i B8 S lasE0 % E T A EE Whostname, A2 E%
SKWIiFidg HAas 0 E S, BN IZRER 214 A4 RN B I TPHIE .

54  HEE®

Rl BIERARERER, BHE—2 TEH B ERARE G M, L%
Flmastert/l#s, HEmasterflasi/root HZ . 1E7ERE LM, 1E27181Tyum update.

IRER,
i FHCentOS 7.9% 3 A %t, #4518 5t 2 CentOS-7-x86_64-Everything-2207-02.iso.
HAthFE, IERIEEERIIRERGIRAR, L& N BHGSCERIRT. FE)E, RagkEB
HAFR.

B AT AR AN RS S

R RERERGIT, BREERSRNMN. FORLEEHAGNIRE, FY
1@ SSHIZAE B skmastertLas AT IR AE, BRI R EEBRIEEM — & E T A FE
TEINGHIA, XENBRES EFEE. EHARALEER, IraNLaE G R 28
IImastert/l#s4b B,

6 HIRERRE
TE R EEMIR R G R4 Mhpcedyou_toolkit.zip 46 .
FRA SR, 2628 Froot 7, J8Id SSHIZAR B e i B SR19 1, TERARAE.

#1%: hpcdyou 10T, #3451 BT ask@hpcdyou.top
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A B

192.168.50.254  master
192.168.50.1 node01
192.168.50.2 node02
192.168.50.3 node03
192.168.50.4 node04

o B~ WN PR

5: LT RSN ARGI

BN, FrAEFE E L 2Aese e, (ERFTARIREEL, 1708), M5 A T ERR SR
B MR _ EIMEE R AR R GG, WA HARREEL /AR AR A ETCIR R, W%
BAEAE =778, FREFRGCERIAZER, ACBEHAMIXEI X2, Rasigr
ARIRBEHIIXEN, 27258 =77 9KE.

6.1 S TAE
6.1.1 7ERIR E#EERE)
USRS LE Linux R el 5 F vigwmiEas, T AR B 0 B LE .

FEMERHT R — MO EAR, X4 Enet-info.txt. MRZESHR 2UWMEIEE, AL
(ERINISEIVAL IS

192.168.50.254 master
192.168.50.1 node01
192.168.50.2 node02
192.168.50.3 node03

Hrr B REMIESC 2 A, A PR — N 212548, s — e 2D Tab#E. X510
B, RAMATabfE. EE, 517, HEAWA.
AR @ — PRI R
192.168.50.254 master my-login
192.168.50.1 node01 serverO1l

192.168.50.2 node02 compute02
192.168.50.3 node03 host03

S, FTF UK B T 248 (Excel), SR AIPHIBIEFINLZR 15 8, FEXSHE 5, 1Mijg Sl
TRETFHINE, KEENCEAR, FH RN X FAnet-info.txt.

6.1.2 fEmasterfRfEIRBEAFAT
B TE 2B AT DA D9 A A 4k~ SR/ Linuxt/L 8% b, 5 Rl likhetp: //tophpe . top: 1080/
getInfo.sh, FEFFRTFE M getInfo.sh.
R B SEmasterdlay, L& ZHl N EIFREN S getInfo.sh&l/root H k. TE& U,
i,
R R BT A 2 R, T AR B IR G0, BIATAE I S 84T FFR A N . http://tophpe. top: 1080/

getInfo.sh

#1%: hpcdyou 11T, #3451 BT ask@hpcdyou.top


http://tophpc.top:1080/getInfo.sh
http://tophpc.top:1080/getInfo.sh
http://tophpc.top:1080/getInfo.sh
http://tophpc.top:1080/getInfo.sh

HMAE R FERCA IR AR AL SR RIR R RE T SR R T 5

To protect your rights and ensure your eligibility for the paid hpcdyou toolkit,
please send the following blue text via WeChat/WeiXin or email.

R AR ER {4 1T TR AR ML

ARIEENNEREHRPENONEZ, BEIHMEXEERMREIUTHTEEAS.

Please be sure to provide the file: hardware2
that was just created in the /root directory.

B NIRME/rootE & TR hardware2937.dat.

- WeChat/Weixin/f {58 Bt & : hpcdyou
- Email/EB B ,i5 &% E : ask@hpcdyou.top

Good Luck.

K 6: izfThash getinfo.shff % /5, RN REI(E RBUERIRERRE]). BLARA, 1554
R#hardwareXXX.dat>xfF, KiXLEiHHE.

cd /root
bash getInfo.sh

/i

ERBFIRLIE ofE i EE. THE: 18T EIMELN, 4 FrmastertLds LA RIS o) i
i, UESaINEREE.

B¥ /root H R4 W hardwareXXXX. dat> f, FEFBIAM, KIXABZEHE. Hifaske
hpcayou. top, fEhpcdyoutsr].

SRR TERMARhardwareXXXX. dat S RHIVE B et A AT LT Lidds
LINEEN I BEAFE AR, °
SR IE 1 S s R L% 7T AR At

6.1.3 FTEREPE
WREERBOF ], IBITEAER, BRI EEER, EHERE 7.
PR S B A R 5

1. BICIRERA TREMRRE LR

2. MRERFCLLRLTEN, LEMIFRFBERURL, R ICTEMRE_hpce4iBRITEZ,
ToiEE JE R AR BEBRAET3), TEResouce Portal 1 AL AN & MOTC 124 8 (R R A AR
HOSIEI R, YRR, hICTRRHRER AR TEEMFR IR,

3. CAWMATH ] RS E R SEE, REFRAIYRLLERIBIT.
HERGZSFEIMAVFA] KA. 1§ HITEEmachineID4& HEIRMRE VAT, B RIS

RALHT IHdatefF, TR EHIRI TR, BEZER, 1§& [ https://gitee. con/hpcdyou/
hpc/blob/master/FAQ.mdPAM https://gitee.com/hpcdyou/hpc/blob/master/TOS.md.

6.1.4 _Efghpcdyou toolkitE4HE
DG A BRI RRA, 1 (B F root K P #R A S2fF LA%.
S ELIRZRT, n] LAZE FlgetInfo.shifiAR.
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Sorry.

You are NOT licensed to run this app.

Please contact ask@hpcdyou.top via email to request a valid license file.
License files are only available upon payment.

Contact ask@hpcdyou.top for details.

Bye.

7: TR 2B BT3B (S S T RER ).

HfEEGE L hpcdyou_toolkit-#.zipFlmasterfl#%/root H 3.

_EfEnet-info.txt X FImaster¥l#8/root B 55 (41 H #2 7E LinuxH # Fvigaia 45, 7] PAZ
& net-info.txt S AAHIEIRIE).

RIEZAEBUAAN S BV1GY 41 1w7ZVIRE, X< BB Emastertl &%/ root H%.

6.1.5 ZkEEfEmastertZ5#E
TR Hroot i il ssh & k& |mastertl 28, RELig(E.
B MZEE R, TERIRB TS ((UE F TEME A S O] T net-info. txt 32 HHHYEE):

{cp /etc/hosts /etc/hosts.original

[dos2unix /root/net-info.txt

[cat /root/net-info.txt >> /etc/hosts

SRA MRS RIRIETEEE. THHYESEIRTE L, Bitnet-info. txtOy KRR S AF42.

WIERAORBEASE Fvi, 15 BB Mmastertlgs L /etc/hosts e, BANRININ RO B FH
R17:

192.168.50.254 master
192.168.50.1 node01
192.168.50.2 node02
192.168.50.3 node03

6.1.6 HIBLMIPEERAEEE
1. HlEs&A R Dglocalhost, null.

2. Mgk Anode 4l &, Etl nodel23. fIUIER 7> BIRETCIA M.

3. F—NIPHBkE, AT DN B Z L8R4, FiThostnamed&< & IEA TR, Y0] AFRERAH
4, (HRIX G2 L4, DAUEAFE— &GPl

4. FRARHLEZAIPE R, BITE/etc/hosts X G TH, TS CEFENXXHENE.
HRHRRIL, YlayZ AEE.

5. A — Lg% /514, BIRREN N 2 G HlEs.
6. fifhostname#ifHL284%; (Hip aZE WIPHIAL; (FFHnmtuifESALEs4.
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6.2  RIREHARS
WK Froot F Y EFZIAR B ok 4 HLAR SE i DA N B HRAE, sudot B E R,
TE7EE A RN @ FEhpedyou_toolkitw.zip E4E (.

6.2.1 BfTEH

TR H CERMR, EREELinuxRREILARE 6 M, & Z R EE I —
ANSSHZ P i, A B Sk E| B R SS s _BHEATIRME. EIRRER A RR Do ds, (EIR55 s Bi%
1, 2FAPNLUTERME R

Step0 &P ENrpmZEHE|masterflas/rootigiz. rpmXfF, HEIERE. (VAR
F B/ N3, A F E trpm 2. 1617 R B R EAREG 582 https://pan.baidu.
com/s/10XS1rZhFgZHmKCUTeZJpUg?pwd=h43a FEENFY: h43a .

Stepl EfEHG S EImastertlas/rootd&fz. HHEH 5@ RE DVDHG, H HAA]
BUE G SRR,

Step2 L&A hpcdyou_toolkitx.zipElmasterHlas b, JTE/rootBgiR. A& +46
K.

Step3 X Emasterflaf, MIATE L (L EBANRLERS, R/NEEFH/ Dunzip, tarEis2, Ut
2% R RN, FREHUTIH ) rpm -1 «rpm

Step4 Emasterflas, MAFE S (LLENE 2ZHEL)unzip -qo hpedyouszip ; source code,
PR, LSRR, 1R R RIR(E. BREILRITE 202 EEHI RIS (0,
TME AR %, R HIRSR 00, 125, B 2, IR HI IR (00,
WINPT BN E R e E, FROCE SR, MR RIS, 12m 4EHE.

HrpRAUStep4ri#lE, REEEJUX.

6.2.2 HBER
F—F FIACKEUNT 6. 1R TIE.

BF WIATAYLIEICH Brootd sk, Jf HEEMHA.
B=F fHhpcayou_toolkitx.zip, IHIAIES (EISTMA, PHIBNNEHE LS):

[unzip hpcdyouxzip ; source code J

[EE A RHRIEFE S, B2 BhTE R L DA% (L BoR, BREE RS NG 2 3] 2 5 R AT 52 1
SEREH .

B 1 BRI R PRI EAREN], DAR 22 2 Ja (i ] B BT R, 5
BHEERAE BT, B . thil2, EHREFARERA SR, IRAEBEE [ hpcdyou
IR, B CahFOE. A TS TR ERE, BAS AT AR, 2582 G i EH
IR, WEATFISCFfdh. MDIENERRE, EMTRESRBIIN, MEAEXFTF
i, AFEIIERER. EWMRAREER T, A EEIERE, 2t SR —N—%
TR EUR; 2R R AR Ra Y E BN SS .

f5: hpcdyou HB147, #3477 T #BA: ask@hpcdyou.top
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The cluster system installation is now complete.

strator pa

Attention Administrators/Managers,
Please find the administrator password and links to each portal
by runnning the following cmd on the master node(root only):
cat /root/.hpcdyou/login_credentials.txt

I Alert 111
The client/user cannot log in the HPC User Portal
unless the Administrators/Managers,
- first, create users via
- second, allocate resources via

For detailed instructions, please consult the manual.

Countdown to reboot: 3 ...

B 8: 2Ese ke, Frath N ARG (F RF Al REA ).

6.2.3 BIRHEIER
B—F WACKEE/NT 6. 1HRRMES TIE. 200G R R ).

BH WINTENEIEITEroot %, F HEHHE.
B=F BARZUE, o] URIEEIRTRE, RAELAIM, X5, BEIEERSH.

6.3  RAELLE

X T RockyO B £, B RiER, BITRERE — MG, 2ERREIRREER,
HZFE 8.

HE R, EH AR, THRISZLEHP. RINEEEE RS SRR, FREE
SET A, XA E root/ hpedyou/login_credentials.txt, HA ootk ' o] AR A . /REIFE
NIESHE 9.

Zit, BRRGHE T,

Rl 2 EHRARCE RS, H P AR E s F B kel & B shmasterfla§/root H 5%
FHhpcdyou_toolkit-web-offlinex X2, &N DhRE/MHLTICE T AR,

7 5 Y55

B SEEEERRER G, FTE BL B S FER R B E DAH X AZ . B /usr/sbin/reboot_hpc,
Jusr/sbin/poweroff_hpc, /usr/sbin/loveYou_hpc, /usr/sbin/setup_hpciX I MFERIT —
RIS 2 5h, BARGHUKIHE T “H B M (free software)” JiilE, EKE 0] DUE /2
AL E S

BHEF AN E PN B BHRAHET ", 25 TR EZ e 2ie B S A B ]
SRR, ARHEAERTE, HHERTE. HH R AMRIEE K, S HWeb Portal #%Hg B S £
H%, HEEIHTC XSS, M P B g s s ic B, B8R0 s it B0 FA
7w BIEA NS ERNEWeb Portal i2 5 1T, ZHH BT XSRS TINE.
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# BOF
The Linux root user is not allowed to login any Web Interface.

User/Group Portal:
The login name is: admin
The password is: 1iQWWvbpBgJc

Resource Portal:
The login name is: admin-FJGX
The password is: aUSaFConNvYJ

Choose a browser (Firefox, Edge, or Safari) to open the following URL
to access the HPC via Web.

URL: https://192.168.56.156:8404

Performance Monitoring: Real-Time Dynamics
URL http://192.168.56.156:19999/v2

Performance Monitoring: Historical
URL http://192.168.56.156:7080/hpcdyou
# EOF

9: XXflogin_credentials. txt N AR B (5 S E AT REANE]; TPHIBIE 2R F]).

@  HPCviaWeb X | s User/Group Portal X . LDAP Account Manag X + v

G C O 8 192.168.57.13/welcome.html w ® 8 =

HPC via Web

User/Group Portal
Resource Portal

HPC User Portal

& 10: Firefox{ bk i~ B (SN REAN D).

#1%: hpcdyou #1671, 3471 BT ask@hpcdyou.top
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BB E X, HAEMERRSIEE TIE. & Rslurm.conf, &ERNF, #
AT R, HEMERRGIEE TIE. AEBKERHS, EANSEFEERT G EZbRER, R
AT G A5 L B S AR SRR .

PR, EAR AR T AL AR, HESRH, bl Fil, SBURRASG TI/ERH, 2
R,

RERRGE BTG, P ARMBUEATEC BB, KIERFRSGAT T, GiAER
RT, #Web Portal JEiE LAE, HEA R, ISR, ZHE ST,

8  HEARGEMNZEIR
DA E SRR, HUAT DA B RSB, FE35E.

BAERBRE nttps://www.bilibili.com/video/BV1iWe41117Ph, £J25534H.

FEBIBAR https://wuw.bilibili.com/video/BVicadyly7Jj 29320%), X FHFE.

o  EERE MUREEGRE
SERERYE A, SR

PR B P AR R A IN/MIBR A P 5 R, s BURR  BEBASI BRI, 4% IR0 B A S il i
8, JCi HABEZRE. 4N RARRIE 2 T ZXAEM, 18 BT S Linux BB A T

TR, TG I B, 2@ 0T W Y5 8% HEAT; R GirootHl F' e 4 8k S AN AT ] —
NMWeb .

QUEREEREREURTTERABEE A, KRR AR FAAERIALIE. AR E RSN 7 BIRT . R e e e —
AMCIA P RTA] .

WIS SIS, R P SIS, NFEslurm T, R REHE
IR, L, R T RN SRIOE L, s FREA LT,

MBI, 8 T2 s, SRR T, SRR E B .

9.1 Bk root B hY
BRI e RS, vl DAE A EmasterV 8y, (Ekroot By, Bk

passwd
setup_hpc --sync_user

YRR R IR E R A\ BT RS BT
FirE Webii (41, BRI R Gtroot H 7 JE%.

R BN 2R E R, B E TR, (U R E & FrootH 7. HAt &g %
RIRE, EEMLinux SSHZ2IEE.

B s diUser/Group Portalsl# Resource Portal 27 FI[UE% 5 1, 2 ULE 11408,

9.2  WHHF(H)
9.2.1 HARIE
A P (User/Group Portal)
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HAE I EREA IR AT ML RERIN S ERET R AR5

<

@ | A Warning: Potential Se X | +

Q
[
118

& C & Not Secure https://192.168.57.13:8406/users/templates/login.php w

Warning: Potential Security Risk Ahead

Firefox detected a potential security threat and did not continue to 192.168.57.13. If you visit
this site, attackers could try to steal information like your passwords, emails, or credit card

details.

S sitkhk
5 T ERE v

< C G Not Secure  https://192.168.57.13:8406/users/templates/login.php 1%

@ | A Warning: Potential Se: X | +

.

Q
[
Il

Warning: Potential Security Risk Ahead

Firefox detected a potential security threat and did not continue to 192.168.57.13. If you visit
this site, attackers could try to steal information like your passwords, emails, or credit card

details.

Learn more...

Go Back (Recommended) Advanced...

192.168.57.13:8406 uses an invalid security certificate.

The certificate is not trusted because it is self-signed.

View Certificate ﬁ ﬁltt%
FANAS
Go Back (Recommended) Accept the Risk and Continue

B 11 YEas & B &, W R R, BSnBish.

15 hpcdyou SH18TT, 43471 T #BA: ask@hpcdyou.top
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@ | < User/Group Portal x| + v
< C O G & https://192.168.57.13:8406/users/templates/login.php DA @ H =
User name admin 9
Password
Language  gnglish (USA) v

User/Group Portal

& 12: M P (User/Group Portal) &St~ .
B R E TORBITT DN N ST 2B FIE 127R B DT,

9.2.2 Eli®H
BEFLinuxRGtH P4/ PG TARE .
WIRSEE — " P4 /Group, AP IHEEIHF4/Group.

— P, TURE T EE 2N AL A PR, i g DU S s g
PR 4.
(EAIE SRR RGN 7, YT AL DU A T S L.

9.2.3 HIMAF/4A
WMAP4/Add Group % sdiAccounts —> Groups —> New Group

B /Add User 1 st Accounts —> Users —> New user

11| fE = Email addressf1Gecosk H A IEHE .
FRINPIH PR & B IR Z, En] DLE & A B EERR, IEREIES %A 13,
HRZEER, BRI EE DS,

R 5 2 R AR BEF P /4, 08I I User/Group Portal >kl 2. #HLinuxR& %
faSuseraddiMMA P, TCIE SRS,

9.2.4 MERAF/A
BTN RS, il User/Group Portal, sith¥TH UsersFIFR DL, s hMBRIZHRIA] .
MRFERAPHEEHERP, NROZSEMERFTE 1% P HE AR, BRI 4.

9.2.5 MIFBAE
XFWIARL S W N AOUREAE, rTRERS IR IR IR ERAR.
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https://192.168.57.13:8406/users/templates/config/conflogin.php

Please enter your password to change the server preferences: \ > nk%g‘f]_‘
e et severp WSSV A]

mmmmmmmmmmm

BRI T ARG RS K

B 13: B S PE B R R B,

-« EMAF https://www.bilibili.com/video/BV1eN411T7jJ

faifbfZ BT https://www.bilibili.com/video/BViuC4y1P7YA/

9.3  WRIECER
9.3.1 HARPIE
Resource Portal
i 10 DT O 2 S, BT 5[]

Resources Portal%: T-ColdFront. /& iftColdFrontIBAAITIER. 0GR LK, 7] A&
i ColdFrontifi 5, https://coldfront.readthedocs.io/en/latest/, KRB 2 JF I JE K
RUEUIRA.

9.3.2 REEW®E
FRART B BE PR AT DAY XN DU 8 5%, A&, Al IB RIS EH R R A
BB R, A AT 8 I 23 B AR 5 147, ELan ittt/ Approves & fE 44/ Deny % 5
HiE.
GRS AT H /Project MIRMEM A
AR IR K/ PIR A 7 Al LB H /Project, I HIE TR A,

A K/ PTR] AT A 21 B CLAYI H /Project, 8035 M E BT H /ProjectiBER A 1.
WL K/ PTA] DAFE & 3 — 7 F P Manager (Wi H & # 5R), %55 B 52 0] AM Projecti#& i F
. ERE .

T AR P, 6252 7E User/Group Portal)iEMAIHF.

fai IR L2, — D RIVIEEA, H— 1 Kboss, thEJLN/NEMR. Kbossh 2 MR
HProject, = ™NERMT—NIE. B—NHH, HEZ N ¥E4ESE. Kbossil 2Pl /g
Mt 2 Project Manager. /INEMR, FTLAZMRABI L4, S5 W& W LA TE .

THEZFFEMH 2P B E G, FIPILE. T, PIEHIERIEN f# SRS
FeE —/MEIK K S (slurm_account_name)#8PI. 244K, PLEW IR AR g, nTREZE R, F 1
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MNProjectfifi I —MEMKIKS; 5L NIH, XEAHARIEKIKS . 86, PIHATLL, 1E&
TR, FEMHERLLEE, MRt —NER, 84 B SREKIKS.

— IR, — PNPIRYProject tLARZ I, #4218 Project R IZICIKIK S .

&R, —PIR] A Z M Project. — M4, RIDAEZ M Project. Wit —4N44, AT A
[ 20Kk P O AR, WESRARRREEE, A2 FZ A P ERIA R IE ki

uREREHG, M AMEMNARS L, FEEAE—MEKKS, B2 IE, A&
Bilslurm F A 2% T IC MK S E

9.3.3 BILEHER
KBELIRA, AR AslurmEBURERE R, TEFHEIL.

9.3.4 ZEILPI/EEAKER

IR ECE IR EZ, A PL/IREH K] ITE L R A B I Project(E &, FFEMAH - 2|
H C.HYProject A F 3k (slurm account).

FERE, PI/REHRKEAE AP EERER, BT AASINPIZIRSE, F7E B 53 A,
DAbRIEE A tom W PRSI, #1EL IR0

B FHtomE R AR IE (Resource Portal), lIIES G, A Mt _EfLogout.

B (P 5B SRR TR (Resource Portal), #67% s diAdmin -> ColdFront Ad-
ministration -> (ZEfllf F77) User profiles -> siditom -> 43% Is PI -> SAVE; [,
E£ [ Resources Portal R, tomH F 2 PI/IREA K.

tomnA] PA IR & R EC % IR (Resource Portal), G2 I H, WA, HIE R, 5
F¥H P N HEProjectrf B ER(LLan 22 A Bk 7). 448, PIHBEUR I B £ 4 5 B B3 iR
F|User/Group Portal R ISR .

BRI BVIPM411C7Cs (R dif s v BHR O 7 RBER).

Al AE H, Resources Portal (A& LR, FIPTERATZRIE. = T iNMELE A - 20
LT, ZPIH CARME LR KOREEEN. BHA, RFEHEZ— T (E— FdKK - 25 Ef),
ARG Rt RARIEILRIAT (Approve).

9.3.5 MFBRE

WFPIBPR nttps://www.bilibili.com/video/BV1xN411T7XN

BRBRIERHTE https://www.bilibili.com/video/BVikadylU7eX

10 HIBRCVPL B RS M r i1

10.1  EiiliZE

EA— (L B4 AE User/Group Portal Bic M FH P, # AT DARIE B G K, RO TR
K/PL

B EHE R, RIELR TAEZER, 5580 FMAE, 7T LB AT#IAMAL A FIDA
HPIFR.
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R ERECE R — MRS A, @ CEM R B /ENPL g — NI E, {85 H PR
IE|WEBIA] . TR IdsEslurm_account_namefg&.

B2 B2 HER. —Rims, BNEIM NHTRESE 2 AL HAER, Bl
LN MR — PSR . BAR, IXEEPTA IR YK ' AR 2 BB SR AT
H, HREHERR 7. &R PAPIF K 1 & Sk Resource Portal, #sA1X N[
2B ERA, EEER A TEWRE T, SN, AR RE R EA Fslurm T, +0k
JEslurm accountEdE FEAH /R,

10.2  HREHEK/PIAR
EHPCHE A EH, 8 K /PIAIE @A % E 7.
U XFEResource Portal RGEH, IEILH K /PLEA U FAR:

- QIEEEEERITE /Project

- HIEH R IR

< WA P EI B SR H /Project, 5.3 M H I H /ProjectBEERFH .

- feER AP yManager (W H B HR), % EH R A] DA Projectds i - MBRHAH .

10.3 MWIEFE

G R K /PTRT DAGIE T H AT FRIE BER, MARZAEAEL https://www.bilibili. com/
video/BV15C4y177Q9.

AR, RFiZH K- /PIfE Resource Portal i 10k, & R ER AT DA .

11  BRMEHER: AP 2
11.1  BRERE
£ SSHIE A Web L H H17.
SSHijj i, RE#IR.

2R R: B P 5 B B4 % HiUser/Group Portal® £, Linux£ 4t H & fuseradd,
groupadd, userdel, passwdZFZANAIFH FFIH P4, JoikfE F Web 5t .

HPC User Portal
A 10T AN B S, BT A

11.1.1 WRP¥IHRIL
R P REFHPC User Portal, B 52 i P wItG L3R 0E .

TR DU SO THES ], i AR, I Ayes, 2854 Entersd, e A S5 (i A sid
T RS AT AT SR, PR 2SR e ok BT

BRI, TERMA SRR,

11.1.2 B HIRAERNEE
TEE IR https://www.bilibili.com/video/BVisW4y1p7Eh.
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11.1.3 RHYIRE
ERIHPC User PortalZ J5, #RA] A

- RifiFilesK o, MATSCAAHCHIIRME, WIHEARTESR, S, L&, NECUE.
- mifiJobs¥H, BEREMERLHIIE

- mifiClusters3E 5, Jid ji W 25 A Shell#F X

- mifilnteractive App -> Desktop, 75 Linux il (X & iR AR T2 ).

AITFELinuxR H, BWE, AT DA AR T 2 AR BB S T A R DAE I L LR,

11.1.4 #EHE
HrJob composer, FR#T BRI RS, sl RbriE EE S B ahiaft. HFEE/

work flow#z,

L. BN AT RO FESS. A= AP UBLA ML H 3 N AR, 2 —NFr
H %, F A P BB A SRR, A5 M diSubmitf2 2R 55, IX B M H S0,
BrEe R BB, TR 0. %k s5Z R LS a1, B4 7ot E, A5
FEf SRR b, FEPEE, MORTRITTE.

2. ERTHPMAMARE, 2830 INZRE FHAZ — D E X, P S
BUbR A& R ASCPF I H 5% a2, s BB BOERRIANA, 2R)5 it 52, IXEYW
NHTH A, B2 B, TR 0. WRTCHRELCPUMNGEH, i
RITAT.

11.1.5 HEER
TR BVIPM411C7Cs 1:020748 (B Mttt wuiE EHE A7 EBilER).
Job composer{#/silsy, WA FANEAI H R
1. VASPZ, TLHEIGE A SRR, (N FHEL AT ORI NTE;

2. Gaussian/ORCAZE, 75 ZE LA E fis \SAF44; RN FERIA AN A SR EARZ DA
W17, I BE PR ASCIFRIIEA IS R B IR — 2K

TR, RAFINA T Z R X P I
HPC User Portal#T-Ohio State UnivAy{5EITH Open OnDemand ¥, Hkah, I

JE100% B FEIRF B0 .
12 PEREMEI
RBRIRA, H24it:

Pisa s http://A.B.C.D:7080/hpcdyou, powered by Ganglia.

SERFIR#E nhttp://A.B.C.D:19999/v2, powered by Netdata.

SERR R BERE, IEE R mastertlas L SXR%: /root/hpcdyou/login_credentials.txt.
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Main | Search = Views = Aggregate Graphs ~ Compare Hosts  Events  Reports  Automatic Rotation  Live Dashboard ~ Cubism  Mobile

My HPC Grid Report at Sun, 24 Dec 2023 05:43:53 +0000 Get Fresh Data

last hour = 2hr  4hr  day week | month | year job | orfrom | o | = | Go Clear ~Timezone: | Browser v
Sorted  ascending ~ descending | by name | byhostsup by hosts down

My HPC Grid > [--Choose a Source v |

My HPC Grid (1 sources) (e view)
CPUs Total: 440

My HPC Grid Memory last month
Hosts up: 12 My HPC Grid Load last month
so0t

Hosts down: [}

P
Current Load Avg (15, 5, 1m): H

85%, 66%, 68% & 0
g Unization (et mont: 2 0

ooooo
2023 12-24 05:43

Bytes

ek 43 v
in:145.1
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14: GangliafEFEPERELE IR,

System Overview

Total

23.0824

15: NetdatasSi HEREIEIINMG B2 RGOS NS E ERINERIRIFT, SChr_LZ2ahE).

12.1  GangliafiZ Em
AL AR A Al — R BRI, AT AE S eanglia) BT 5.

This section describes installing and testing Ganglia, a system for monitoring
and capturing metrics from services and components of the cluster.

TR A il yum/dnf/aptZ$gangliafAH AKX, To 2 ERN7E. Al
Eelg, o7 BB,

12.2  NetdataE R RE S Wl
ZAREHE T IR B A ASERIE AT M.

K FNetdataR 5 SEIHIEFEEE, BOADUXAF BN P s 8ids. BahiCEpra R A
M PR RS S B BT A, SR,

fER R, IEEE 15F1E 16.

¢

=
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16: Netdata/@RAT# i E BBl

12.3  PERERIAE A
SRR IERIISSE, R —PBURL

BN, TERXDUE. K0, A AMes, A7k, MEGIEET I Z/D, IBE/OfF 4
K NER, BT HEANE, B RIAAER), AIRER], XTMERBERSUT 2T, REE
W2 RIOVNRZW], X DRGUFRS, WA, BRGE, B> BIE TSN, AR
R, SR 2 DINTE, RAT AR, ARSI RGIESE. ..

TN MERERI, FTREAIBIRUHTT 7T, CER Al LRI ELE R, VhB P 204, TR
IR ERICRABE, T2 MERERINE R 230752

A, X R A AL T

IR, WRIR+70 T e A MERE AT 77 2, MU B L TR i iz 7. H
RATEL WA T, — M Erooti R, DA ERTIET7 %, fEWebiin B 3LREHE, M E
AT LAER, TR ETRIRAR .

13 RDHMIEE
13.1  SEBIT/H/ES

TEWRARIRER, THHL, RIeTT R A HALERIR, FTE T8 BT L AP BT RS ) et
Ja, BT R HA TR AL

JeML, B TPMITT R, 803 fEmastert A2 umiheT:

T

{poweroff_hpc

25, BIITIPMIT X, BiE fEmasterV 2 Z&m a7

{reboot_hpc

an R AL A B ATPMIYIRE, 5 Bk & B8 ¢F 4t B v, W EIPMI, F 2508 0, 2% ) e i
MIPMI. QISRAEEERITES, AR A KB % A TRIE.
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THIS MAY TAKE A WHILE, PLEASE BE PATIENT!!!
I8 OK!

11l Error 11!

11l Single SSH Session Only !!!

Make sure your SSH client is connected to the target server with only one window open.
Bye.

& 17: WebBiHZz2E5:, Single SSH session warning.

13.2  BIHLes

PfTaddNewComputeNode.sh, HNELE, LHRIFEFELE. REMBEA ERENIEEZ
7. HERANRIESS.
fEmasterfll#5411T./addNewComputeNode.sh, /8RR HIER, FiA:

1. FABSROTPHIE, 4% (a2 5

2. BN S 4ZF, default node name, HllliEnodes, fZEIZEHE. TARREEFMEHEHL
eRlA % . i EnodeXX

3. HE XY MR, charming node name of the new node, Hall/Z2amdo1, %0148,
EIRTRERE A NLAR RS,

SRIEERE. SN TR 5 P 92, RIS PIRA OC, REI307 Bk
HEGHHLas R IPHIAE Aroot B . Hdlael kIl 2447, A ETRR
R E R LA Linux R YL, HBCE SEHRREAAH LS, Jomk B,

14  WebAHZEKE

H1F-HPC User Portal AR HISSLANES, FTAEIHIR FI 7 8470, ELE FiL P A SR IR S5 2
i, RIS R4 T 2 et RS ARG, I RIP, MAEE. WA
PKTLS/SSLAE, FFRSSSLABHRF 22 20, A LT 25, SR ROl P U248 2 B 1y 1 77
K. SR EEE, S AR, M EULRAITT R, R E R R E.

RASEIR B, R AL, #1552 (PN B 22 2 0, (PSS, B, ot
SZHPC User Portal e IR 58, BANT 2 MMGIRILF, £000H% 2 H, 1R 2 EHE
ST I HOR TR BETD. AR 5B E N TR ST R HE R, ARt in.

15 HEHERR
DA TR AERHN, R

15.1 WebB ok

MRS BRIE 1785EF 8, E7NR. SRR, B HATERSSHESE, R
WA — N 1 Proot 3y 2 iR S5 g ENA]

WEREE R AH B A0, IS RFTE AP, 187085, R EBILE, 3 Plroot %
%, KSR 1EIZ1T. /enable Web-Interface. shBIR]. TR RIEKRAZBEALHIIE, &5 H
R A RIBREER.
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15.2 EREEMK

KEBARG, (20, @S B, SRR A e, eSS >
JEREIE# TAE. WRALESE R, sl E 3 PN ARZRE B, R SbR Iy 882z
B, SO B R R REIR AR B SRR i

— R, T E SRS A, T A S B EE 5 AR IR . a0 SRATLER BB S AR I
oy, BB I, gRiE SR /root/ hpedyou/status, ¥ EERETE “37 BSCH 457,
R, B JE SN A2 5 3.

QUERAEPRAT SRR AN foe, HHIRMLER B S R, 1 FalE Rl as, HEZRE R XA,
WIALES AT DA R R S . 2805, BRriaf T AR RITAT . TR, A 8 ARRUARER, 4R
HHNGT, WEMNB S NI FEEIHEIZTT. s T, /step3.shiyif e, HlasE 5K, AR
LIS ESIER S, FREM./stepl shEHTTFIAIRIE.

15.3  BXAIRER
B, ATE TR, Jeitta]E.

15.4  EFEAESTCIRER TR
RAR, F0. BREHEREN, fERockyIR S ML A HBEE. #ELREEE
17./stepl.shzfa. WHEEA, EFNERTET A, BIAMKEES.

R, IMERAE, BRAEEERARG IR,
NRERHA I, 81T 7 — BRI A BX A A, A2 SR 2 e XUk Eegn R
froot M 2 AN, THET RAroot BB Mt A BS54

15.5 UserControl2sk

MR ZRiz17./enable_ Web-Interface.sh, AIREFEZ ATSEN H 1T B AR, 15
FHIRiZ1T./enable_UserControl.shEIA].

1£1517./addNewComputeNode.shZ f5, HiEFXIE1T./enable_UserControl.shi&ik.

15.6 502 Bad Gateway
VildResource Portal , BRI FERE B

502 Bad Gateway
nginx/1.20.1

BHRIEIZST. /lenable Web-Interface.shiz 8 4 RE B master i &,

15.7 EAIMEH
QN UPS/EPSSid s, SR B8 > I5, EBERTAETCTE TR, s IR FIFS4 e

- TRIRTWIESR, X EEAERRE, S, mETTL.

[

2. BT setup_hpc --sync_hosts

3. $T setup_hpc --sync_time
4. 4T reboot_hpc

SR CA EPUN P BRI RS G, IERIBE, THFRMETEXR ask@hpcdyou.top FRIFERSHE.
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15.8  EBIEE, 5851 s JciE TAE

BROBTIER, D7 —BN G, 3 Sl 5o T ki nEit 8Ess, ERT Rt
TeRR. AR, 2 BOAEEEIALES .

JREAZ, Z AN ASBIOS FL It b /BRI, 5 BOHL A R TRIA #2779 s (i 22 KK, SRAESE
BOCIE LA,

SelR I [Elsetup_hpc --sync_time, T f&5 B8 5 O s BRI E IR TAEIRAS.
FECHLAY, BT ARG, e R RGN R, K377k E.

16 SLURMTSEE A FEF

SRR 7T R i hpedyout . (8 FHHTIE B dsslurm A bR T IRRRA . EfERZmE, F1E
73 HR I E FH SR TC AT AT 22511,

16.1  E-PNRE—F
1. https://slurm.schedmd.com/
JE kST

2. https://docs.slurm.cn/users/
HSCETRL

3. http://hmli.ustc.edu.cn/doc/userguide/slurm-userguide.pdf

FRERGES T E AL 5

4. https://bicmr.pku.edu.cn/~wenzw/pages/slurm.html

EHORZE DT i

5. https://www.cloudam.cn/help/docs/cloudE10
BAEslurmEWWEHRARH LR RS

6. https://leo.leung.xyz/wiki/Slurm
centOS8 PAM Slurm Adopt Modulem | Very nice wiki.

16.2  PUEHIEslurm A

SHIX DU
https://www.hpc.iastate.edu/guides/classroom-hpc-cluster/slurm-job-script-generator.

—ME A slurm AR E, REFFEIX A TUE HHE

Number of compute nodes 1 #F1AERMEH— M.

Number of processor cores per node 16 5 16%r~—" i HEHA 16N CPUZL.
Walltime 18 $t#181RR18A/N. AR EIL A 1E 1S/ NN TERR, W RE B AR .
Max memory per compute node 12 ¥F12F R, FHEX T R4 12GBATE.

HAWH ] AT . 258 — D REAAE:
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#!/bin/bash

# Copy/paste this job script into a text file and submit with the command:
# sbatch thefilename

#SBATCH --time=18:00:00 # walltime limit (HH:MM:SS)

#SBATCH --nodes=1 # number of nodes

#SBATCH --ntasks-per-node=16 # 16 processor core(s) per node
#SBATCH --mem=12G  # maximum memory per node

#SBATCH --job-name="test"

# LOAD MODULES, INSERT CODE, AND RUN YOUR PROGRAMS HERE

SR, WAV AR A%, (DB THE R

module load vasp_mpi
mpirun -np 16 vasp_std

A2, BIEE—SCPF, Heijob01.pbs, WAUNT:

#!/bin/bash

# Copy/paste this job script into a text file and submit with the command:
# sbatch thefilename

#SBATCH --time=18:00:00 # walltime limit (HH:MM:SS)

#SBATCH --nodes=1  # number of nodes

#SBATCH --ntasks-per-node=16 # 16 processor core(s) per node
#SBATCH --mem=12G  # maximum memory per node

#SBATCH --job-name="test"

# LOAD MODULES, INSERT CODE, AND RUN YOUR PROGRAMS HERE

module load vasp_mpi
mpirun -np $SLURM_NTASKS vasp_std

—A41E, R A BT S, ME AR &5 H; #8FEKF-np XXH XX K
F$SLURM_NTASKS, Xt mE.

anfArEAz:

gqsub jobOl.pbs
B

sbatch jobOl.pbs

16.3 SLURMIEE RN ESEL
slurm A E B 2 HHI 28K, A 18.

17 HiE X
AT EEHEZEIES, PIT=EIZR I T IA 2 R e, o455,

LA, BOABIEE — BB, workq, G B9 s @ 7EIZBAS, QSR A P A idid A 32
A, ALLBIN— P cpu_coref&HL512MBEE 1024MBATE.

dEs s K Webvi, BRIA G H: 80, 5666, 8404, 8405, 8406, 19999 1.

ERERGUREB 2 G, BALinux RGUKIHE T B B AR, GEREMAroothR, &
AT LB B AR AR C B S, B ARIHATA BT
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SLURM Variables Torque/MOAB Description

SLURM_ARRAY_TASK_COUNT Total number of tasks in a job array
SLURM_ARRAY_TASK_ID PBS_ARRAYID Job array ID (index) number
SLURM_ARRAY_TASK_MAX Job array's maximum ID (index) number
SLURM_ARRAY_TASK_MIN Job array's minimum ID (index) number
SLURM_ARRAY_TASK_STEP Job array's index step size

SLURM_ARRAY_JOB_ID PBS_JOBID Job array's master job ID number
SLURM_CLUSTER_NAME Name of the cluster on which the job is executing
SLURM_CPUS_ON_NODE Number of CPUS on the allocated node
SLURM_CPUS_PER_TASK PBS_VNODENUM Number of cpus requested per task. Only set if the --cpus-per-task option is specified.
SLURM_JOB_ACCOUNT Account name associated of the job allocation
SLURM_JOBID PBS_JOBID The ID of the job allocation

SLURM_JOB_ID

SLURM_JOB_CPUS_PER_NODE = PBS_NUM_PPN Count of processors available to the job on this node.
SLURM_JOB_DEPENDENCY Set to value of the --dependency option
SLURM_JOB_NAME PBS_JOBNAME Name of the job

SLURM_NODELIST PBS_NODEFILE List of nodes allocated to the job

SLURM_JOB_NODELIST

SLURM_NNODES Total number of different nodes in the job's resource allocation

SLURM_JOB_NUM_NODES

SLURM_MEM_PER_NODE Same as --mem
SLURM_MEM_PER_CPU Same as --mem-per-cpu
SLURM_NTASKS PBS_NUM_NODES | Same as -n, --ntasks

SLURM_NPROCS

SLURM_NTASKS_PER_NODE Number of tasks requested per node. Only set if the --ntasks-per-node option is specified.
SLURM_NTASKS_PER_SOCKET Number of tasks requested per socket. Only set if the --ntasks-per-socket option is specified.
SLURM_SUBMIT_DIR PBS_O_WORKDIR The directory from which sbatch was invoked

SLURM_SUBMIT_HOST PBS_O_HOST The hostname of the computer from which sbatch was invoked

SLURM_TASK_PID The process ID of the task being started

SLURMD_NODENAME Name of the node running the job script

SLURM_JOB_GPUS GPU IDs allocated to the job (if any).

18: slurmNEZ &.
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17.1 HHHS5%E
PR LL RN, HAE AT R > Bl 75 5 FRAR.

17.1.1 ECECHAE
1. AEHRGHIITEHEREMB IR IBR Linux & I ThRE R THCE .

2. MRECE ST BOIARS (R, RIS L1 (A0 H)TE/opt/hpedyoulg 2 .
3. A BCE SR AR K.

17.1.2 ECEXHBR
1. LinuxZRge2IHR B B0, 0] DUARTE B SRS BN E M E.

2. RERRLE A TORA chattr BB T HIERBER, 1E B1TA#HL

17.1.3 REFH
1. NIEFERECE P RE S BER TR F e ek TIE.

2. AT RE S B AF S BRI MR, AR B TRE 5.
3. ZH/BRECEXFE, RGBSR

FROCRIE: PR32 DA BN, HER TR Z AT 7E 70 BEAR.

17.2  HF{EELDAP
F P R FHOpen LDA Pl
fEmastert 8811 TLDAPARSS U, fEmaster L EsFIAT A 1B SIS TLDAPE F .

LDAPHK S iR apt/yum/dnf 2238 Linux &Z A Thikte L EIBRIARRCA, BLE SRR IARS
2. BLinuxZ TR BRI A 257, BIREE &S RUER R T

DEFRINT:

host: hpcdyou.login

bindDN: cn=admin,dc=hpc4you,dc=login

Hrthpedyou.loginifid /etc/hoststimmaster IP.
BB G, B ENLDAPEMEE, n] DAEH
- Jetc/ood/config/ood_portal.yml
- Jetc/coldfront/coldfront.env

- /root/.hpcdyou/login_credentials.txt

LDAPHI B B, PRI Linux KATARARSUE B R T ERACE. a7 Hik/ 28,
THSE RN FE.

AR E A B HILDAPHR 55 2%, 15 55 & i £Open OnDemand. ColdFrontif
TLDAPRSS #RHTEEK.
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17.3 LDAP Web¥¥i
User/Group Portal, >R FHLAM/DockerfZ fit. >k HLAMIA H iy E 77Docker5if%. 1@
Iddocker/podmangiafT.
LAMBUE F] PAEE X, BRIANE SR E BB Zlam. WFRB IR mNELE, 7525 H
fTchmod go+rw /opt/lam-config/ -R. BH5EEG, IR EH#ITchmod go-rw /opt/lam-config/ -R.
HZXTLAMPILE, IBERLAMEJJ, https://github. com/LDAPAccountManager.

f&5e 2 n] DAMRYE B DRI K, FLAME O LA IR E X HIOpenLDAP ServerfyWeb#i
i, BN, BORTEE C.

17.4 Resource Portal
I E41TiE, ZWebdiiiisk H T ColdFrontli H, https://coldfront.readthedocs.
io/en/latest/. PMUKHR'E 75 WBHZZEEEE, HHE R0 T

- Jetc/coldfront/
- /srv/coldfront
- QA coldfront

- mastertl#s_Eroot P HIHRIESS+/3 * % % * /usr/shin/loveYou_hpc 2>/dev/null.
ZPortaly F ZAEH 2, BT & RAR L BMsacctmgr® #slurm accounting, slurm
QoS T AE.

X T ColdFront Web5t [ i 5 2 H 7%, 1 & ] https://coldfront.readthedocs.io/
en/latest/.

T L BARBASCAE K, VRAT DMRIESCRR R %, 225 /1824

28R, AN IH AT DLTF B #: fEsacctmgr’E Biislurm accounting, slurm QoS& 4%, 2
i Resource Portal BIA].

17.5 HPC User Portal
fEHOpen OnDemandsEHl, ‘B Fjhttps://openondemand. org/. FEEW KU HR:

- Jetc/ood
- Jopt/ood
{EAE RS E, 5 & fhttps://osc.github.io/ood-documentation/release-3.0/index.

html.
MR ERE RS, LDAPIRSSIIAILIPC User Portald Bt f1 8 447,

17.6  MySQLEEE
ZEAERRA, Y5k Hapt/yum/dnfiEFRRA. BRikroot S Ehpcdyou.

ColdFront/Resource Portal, {# I iEHEEZ R 2 coldfront_db, HRGEESE, &
%] /etc/coldfront/coldfront.env.

SlurmIAE RS, A P slurm i REdEZEslurm_acct_db, HAWE R, & /etc/slurm/slurmdbd.conf.
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17.7 nginx
ColdFront/Resource Portal, ood/HPC User Portal, 7 {# f #inginx{CH, H K
A
- Jetc/nginx/conf.d/coldfront.conf

- Jetc/ood/config/nginx_stage.yml

17.8  SEHEAIR
BRINEREL AR Ehpedyou, B 1E XX /ete/slurm/slurm.conf. A&, HEB SN T2
HEE:

- Jetc/slurm/slurm.conf

- PUTHE S sacetmgriB SRR, BAE Fslurm Tt

- &% Resource Portal, Bidk NEREATR, AiAZE R ColdFrontF-it.

- &% Open OnDemandH KL E, I M2 MELE S, BAAE R Open OnDemand F/it.

17.9 NFSit=

RN, AR E, BIINFSH=/homefll/opt. RAZLinuxZ1THR P ERINFSHT
[

AT DUFT RS, (H2 R AT PARSER /opt HSRAUNFSHE =,
PG TR A, NFSHEEEGEIL /ete/fstabiil.

LB e G, IRAT DAL A7 6, IR R L LA B EEEG IrA R LA, 18E
FVREIAF BT, A THERAE.
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