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1.1 BSRERE . . . e 32

1111 WRPRIETE . . 33

11.1.2  WRPWIERARERE . . .. . L 33

11.1.3 0 ZEBIIGE . . . . . 33
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1 BILE
NTETEE, TEHRRGENT:
2R /path/file
L E%: MKLROOT
4 command parameters
FTALIF BATHATIIHE S -

export OPENMPI=/opt/openmpi/1.8.2_intel-compiler-2015.1.133
export PATH=$0PENMPI/bin:$PATH
export MANPATH=$MANPATH: $0PENMPI/share/man

A A SRR

QUEUE_NAME PRIO STATUS MAX JL/U JL/P JL/H NJOBS PEND RUN SUSP
serial 50 Open:Active - 16 - - 0 0 0 0
long 40 Open:Active - - - - 0 0 0 0
normal 30 Open:Active - - - - 0 0 0 0
Rl -

L RS, RBTIT. WRbRRoE TR R —TNE, BikEnter. R KT
& — RS i A TEH,

2. fERTX D RNG .

3. FTIBRIASI A, SR AIZ P AT IR TRIE S, TAE— .

4. BRAEFERISETE, A RIIRPE, 222 %H root PRS2 7+9E sudo

5. FTHIIBEES, FAFLANIR AT S, B2 KM IR, TEAsSOIRAS T AR

6. MR, #IFLIAE, #UZTERE. ToiC# B SHIEMILTT, G4 7E A KA AT A 2,

HORERE.
7. “fEmasterWlEHIE" | SR 2 sshife 5 5k B AR LA BT 0E; S NIEFFHE
~MEE.

=i
o
&
=

#f%: hpedyou 50, 4t TR ask@hpcdyou.top
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P YRS R T E ]
NS Username | samin g S —
/i“ﬂa%g?T}FURL%@JﬁU_FﬁE vvvvvv HRRBHK, M. 6. SHHRRE
Language  Engish (USA) v = e
=3 qul = =
SERTEA P/
” v BPFIERE
User/Group Portal e
RREERER -
7 e 4
[reem— ]|
gt : PIAFProjectsiRMR:
P aw———— o Welcome to Resource Portal Projects > aroimEE
HPC via Web S AR _ﬂ_w«*
Do not have an Account? Allocations »
R I FPIAR R Please Email the Administrator to request a new account S
| o E LI EE—
TR Rt
Projects » FPIBRERBERATFEE
Log in to HPC User Portal Allocations »
Username v e —
[ |
T pREERER| P

1: B Webn] ML 1E S I ERFFRGL(HPC via Web)# 1 5tmm, 61—

2 AT SR E R

O E R T HEM (hpedyou toolkit Web v3s#FHPC via Web for Cluster, DL R &
MR LEEMN) i @R RS, HAERAA -5 E 1581 Web S S, SRR AL BURR

i fE. BRI REIEE R 1NE 2F7R.

3 BT ARG RIHRE T 5

3.1 JEELinuxfifts

KRELRRRA, BT Al AT IRBU R E MR A DV D B g 3R B & b 22380, 2 i i |
PRARSS BRI TR IERE LI, e )n, B ARSI ZRHGPUSCPUIRGHE. | BIRBIHE
Ex 1.

AT EEMRITEAY., HEMRSTIRRT TEEJEL BN 245 & KRRk
TR, FEFRERIE I BRSO K,

HEEBR - HRHPCIHEESH BR
BREEHE . SBEOEHEER
RALFIR : SR RELEERE

A THEM, rIBRHLEERE eSS 2 MR RE T S AR AR B LA Limuxific & .
PRAETURE AL fa 5.
1. SHIKMHES, HEnterflfT; 21717165
VRS 77 FAH#IA, SLURM A SR I9FALE GPU it - CUDABRROCM SR IR 12 &5 1F # TIF. W1 SUAHX IR T

5275, SLURMICIL HaiRAIGPUREM:, MIFFTFaNHIKACE. BlE NG, AP X FRESLURMA FFE L GPU, HIA]
HAAEGPUS 5 IHHH.

#1%: hpcdyou H6T, 4771 TR ask@hpcdyou.top
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< hoe. Gt e © o s (detaut) Simple Sequental Job

HPC User Portal® G0 EF&E e 121t ]

Files 3 #R4] B -
e RELinuEE: AP THRECPUBRE, AEK
P WARFHE A B
\ctive Jobs. — _ — =
B E = ’_ ; = - — Deaxs e
o = =

JEEhLinuxsE@E: AFLaunch Desktop

APLKEIIE, AETEARBEL

& 2: B Webr[ IR (E S RIS BE R GL P R E 5, o= —

2. FRARGERE, EHER.

3. SEEERNAIfEA, oA MIC B
XEHILinux Z1ThR:

1. CentO0S 7.9

2. Anolis 0S 7.9

3. Anolis OS 8.8

4. RockyLinux 8.8, 8.10

5. RockyLinux 9.5, 9.7

6. Debian/Bookworm 12.11, 12.12

3.2  AEiELinuxifiAs

B E20265F1 A, B H LS5 R FRocky Linux 9.7(slurm v25.11.1)8Debian
12.12 (slurm v25.11. ) ENRERIERS.

Ubuntul THEFHRK S, BT ANBENZEE, KA R~ IR . &
12 A 2 Ubuntu, A% [ H#%%F Debian 12.12, HA@ EHIE S KIS, Wit
—# TfRUbuntu5 DebianfI5¢ R, AIE A ATEE FIAH SRS,

4 XEFHIVERRESUY

15 hpcdyou BT, 4771 T #BA: ask@hpcdyou.top
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# 1: hpc4you toolkit / HPC via Web for ClusterZj&

DIRERR &It

CPUIHE  yes BN H;

GPUME!  yes BIASH;

ICHKThRE  yes ERINFF

P& yes BRI

Web’H  yes BRINSHF

B yes BROIASH

PERERT  yes BRINSCH:

WA yes B2, FEHHroot RS FITPHE
TEAM 750070 HLHEEXFRask@hpcdyou.top

LslurmK A& X FGPUTA . 41 RGPUM X K ZI L B A 4, slurm B 317
HGPURIRETCIE AR, WIFEF I,

2 FHP R, i BAL S, IE4 V7 MEMTH BT A RER AT
ZHBEFNITERK. F2HE, BE&EMnttps: //slurn. schednd. com/pam_
slurm_adopt.html.

3 FEN AR A Linux BB 51, Al PUSTT A 75 252 BRI BB S .
Linuxs&H Hslurm B Hil T R a3k, mARs st/ ST mnE.

4 I EF GangliafNetdata.

4.1 RS MR TT

R 7T R AR 18] 3M1E 4. BN MRS, 55 R ERSCT, 5
FH AT MAhttps: //hpcdyou. github.io/. SLURMIEFE A AN E B _E T M FRESAZ O
MR . SERRSCRAONLES R, BUR T 2L A SEpr A & . 2

Rl B R

1. NERUEALAR 48 % 4, BRI Ui B /DA, T DARR 5 8 5R R £ (=1 1
ISR L) MR RIS R /8 B I 4% (11 81 ) e ).

2. FEHT S i AT E R, B A AAA@EE 106, MBS AT 2o
5 EA AN 0 - A 8 PCHL 28 B (IRAC B AU AR SS 2 KRR . I CPUSR S B MR
T RCE AR IR — B

3. FRERFTHHLIALIRG, PTERUE—HE, HE R HLESIE I PRIR R R SR A,
4. VAREERAELFECPU, GPU DA AN FIKIR £V I,

BRI LA, (P B BRIIR S5 B8 BRI B, Bt 8 R P 17 DR

55 ARSI RE I B BRI, L SCHOA B AT SBT3, BVATIE Tk

RRERTE. PEREAF (B T AT UM R G0) TR ERE A S8, A2 AE 2R N = 15 T Y 7B gl
AT DASCIRY).

2RO, RZERESANLE,; R, B 16 MEM3H, REZERE16AIIE, X KHIAR.

#f%: hpedyou $811, 44711 T #BA: ask@hpcdyou.top
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AL

SoDoooooo

o SRR RO AL, e SRANSIE IR ¢

AEARIRCR,

WRPIHTH SRR R

TP
JiiVaks &
el
!
§

4

E a ¢k

LSV, VNSRRGSR — TR (0 5), WHESATASRENVMER &,

TR, ISR, Bk, PR SRATBLDREE RS 9L

L IEH, AERAILZ 20 )F IR, BEAIIORCA, Dalton, Gaussian,“VASP; CP2K

. HET 2R, BB REOT RN 2, SRS CUR KRR S RER ST LU ORI e 2SR, $erpL

UKW, Jie2 T, Sk, s#FA0GB, SIAHBADRMZ RTINS, 158, BeRRING,

B 3: TRNZOIHTER. BT A, EREAMGHIPHINE, F72 Alogin IP; RSk
ML TPHIIE, #7 2 Jymaster TP. {24 55 14k BE A1 SR (2R P& T [l — D AL/ JR UM IS, Login
IP 1 mater IP&Z[F—">.

VAL

f{m/mlululululals]

R

0 -@

N ROHMTIERT 2

B

1. W, BRI, 0 SRS T K.

2.0t Mg, RBDFTIEL, SRIMOPABRIBL- % i g)ffril il s,
3. BRCNLE, TGRS

4. 4 DAV RRGEE R,

5.1 TN GURATRE, CEak, A£BH;" AZBERTHYSSRRRIbA S,

RAISATANVMER A58,
6. TFSEALRT ALY AT CPUBLLIFAT, ] BAZAN Y A — il
FATUH, &M FVASP, CP2K¥IFTH 35,

B 4 B0 ROFTERAEE. BT A, ERROMERIIPHILE, FR2 N Login IP; HEALR (124
ATPHEbE, FRZ ymaster IP. X4 5 (el A 4% LR IR 1 [F] — N S HA L/ JR R R B, Login TP

1 mater IPE[F—1>.

f5: hpcdyou

BT, #4771 BT ask@hpcdyou.top
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4.2  HRPEAESNHER

LETEMETT R, TANEEHE/homefl/opt H 5%, (L1A])5 82 2B A9 AT LS A FIMPIAE
JF, i ZEE Jopt Ht, BEMITEIETAE. 3

FESEFRML AR, o] DR AR BB 17 B a5 MRS /home {12 R385 Jopti#s
TERIA]. Qi RNERL L 55 2 1 20/ Z GPU R I TH R, IR I 1.

IV FH X (40 ) R i singularity/apptainer 8. — 8% {% S £ (Single-Image-File, SIF)#2
it BRI /opt, RIRTE A RS ERE A . THR3 B M MPIIFATIAE.

L A7 LS. REBARYARALFHFT WIFELE. HAERA T EEFRER
KRG, MG EWENFERETM, BEESFEREE SV homeBl Rl MRIETEE
FAVEE, tE B, GBS SN M jete/fstabxf:, Krmaster:/homeFF kYN A, 258
Jy#master:/home, fRFZEEE, B8 J5 T LER.

5 ZEELINUXRSE

ATT EMTRERFHATH EERE T Linuxi@E RGN SLURMIEE 5, SR Beowulf 4444 (5
FiEREF AR —5).

5.1 MIZRIK]
FTE TR R AR — R . ZE BB LM 5, I P AR SRR Dlize s

BRECE 7 TTM 28 B A P
FHME FHAMKEIRE

i B 2R 5 EFAEDNS/DHCPAR 55 s BL B, 8 vl 8 B A HepL, ] B4 Bk AT
WA,

5.1.1 HIEEHE
BHGER s, LETFLEIPHitE

BEPE 8 W& — 5 HEWIFRK b, BT HWANDDER R RASNN); B8
IS LAN F W g4z 2 2L (S5 15 38E & 4R bR ER Lz L), B=0 &

Gra BRI 1R B 3R, PREFMIR NS A (ON/Active) IRZSERITR]. S5P9 KWiFil
HHESE B, SRR, e MACHIIE S TPEEE, BARE Wi H a8 HiaE .

WBLER A ROET B S DHCP H Zh 2 BLIP(FLE I B s E P U &), |Ab T4l
PRI IASSE (TC BRI ).

5.1.2 FILEHR
TSR TORE B BRI LR
BEAY (LEHE—): Hikl RAZERNENETWORK & HOST NAMER I Fahil &; /7142
TRRAGFEI nmtuiskipmPEE.
SUN AR R, Ve SRERCE 52T, 1 S fEmasterlBik/ete/exportsSCHF; TG FHE M T nodeXX L

fy/ete/fstabsc . WiFsetup_hpce --sync_do XXXEERRIE. HR2EFERE—EHINFSP KfstabfBX E R H, &
MBS FTRETCIE B 8. S BKR ask@hpcdyou.top FKEFEEH).

#1%: hpcdyou 10T, 4751 TR ask@hpcdyou.top



HAE R HERAIR AT AL SR RIR R RE T SR R T 5

REER AT U R —RAE B (W1192.168.X.Y); #EHF#FH192.168.251. X DL 4.
IHESLIES

S U N A A

https://www.bilibili.com/video/BV11Z4y1M7xZ
https://www.bilibili.com/video/BV1Bt4y1C7CB

https://www.bilibili.com/video/BV1iJ411v7FG/

52  MEHR
THHAERTIE R BE Linux ZATRRAA TR, 1B R S

Cent0S 7.9 https://mirrors.nju.edu.cn/centos-vault/7.9.2009/isos/x86_64/Cent0S-7-x86_64-Everything-2207-02.1iso
Anolis 0S8 7.9 https://mirrors.nju.edu.cn/anolis/7.9/isos/GA/x86_64/Anolis0S-7.9-GA-x86_64-dvd.iso

Anolis 0S 8.8 https://mirrors.nju.edu.cn/anolis/8.8/isos/GA/x86_64/Anolis0S-8.8-x86_64-dvd.iso

RockyLinux 8.8 https://mirrors.nju.edu.cn/rocky-vault/8.8/isos/x86_64/Rocky-8.8-x86_64-dvdl.iso

RockyLinux 8.10 https://mirrors.nju.edu.cn/rocky/8.10/isos/x86_64/Rocky-8.10-x86_64-dvdl.iso

RockyLinux 9.5 https://mirrors.nju.edu.cn/rocky-vault/9.5/isos/x86_64/Rocky-9.5-x86_64-dvd.iso

RockyLinux 9.7 https://mirrors.nju.edu.cn/rocky-vault/9.7/isos/x86_64/Rocky-9.7-x86_64-dvd.iso

RockyLinux 9.7 https://mirrors.nju.edu.cn/rocky/9.7/isos/x86_64/Rocky-9.7-x86_64-dvd.iso

Debian/Bookworm 12.11 https://cdimage.debian.org/cdimage/archive/12.11.0/amd64/jigdo-16G/

Debian/Bookworm 12.12 https://cdimage.debian.org/cdimage/archive/12.12.0/amd64/jigdo-16G/

Debianl2.11, ®F

debian-12.11.0-amd64-STICK16GB-1.iso0o
sha256. _5f6d628400ba27b46b9a7c67e9ec953807d2c37a4189b26b9c454416e96c24af

AT BT NE, SRR Z T A @I EM SR IEIRER.
Debianl2.12, kF

debian-12.12.0-amd64-STICK16GB-1.iso0o
sha256._.9fb8a220dc58545ea2f75e132602a8ded54beb3858a6fe2f1fe41094963163ba

R BAT NEL, B ARE T ROET EMSTRIE IR

5.3 R

5.3.1 WBIEEFEER

WEBE RHELMARG, LA TR E N RAHE.

Debian 12.11HF ®PAffAdebian-12.11.0-amd64-DVD-1.is0%2%
Debian 12.12FF A Pif#ifdebian-12.12.0-amd64-DVD-1.iso%2%%

5.3.2 EEREM

A XECE fFINSTALLATION DESTINATIONI& B R GihEAL, HHEE X TR, G2
s, EIOEFRHA—MENRG TS, FHRA B2 X 77 HAE A%,

PIZECE 3t ANETWORK & HOST NAMESR [, i £ M &, ¥ 45 0 ¥ P U] #: HONIK 7,
midiConfigure, # A\ @98 &, fEGenerali% Il + 4] Auto Connecti® . BRIA R
FIDHCP B 3hiKE M 45, 1 TC 7 HAMILE .

#1%: hpcdyou 11T, 4751 BT ask@hpcdyou.top
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WPIRE AR ErootE Y, H/71QHEM /. 25 1L A @ P (RIS ST Al ad min-local ik
P AR A (EHT).

ARIE N IECE I — R ORISR GTENA.

ZEEERE BRI A CER, ER RN K, EHEERR T Server with GUI,
WorkstationZ. SR Linux& R JE, HEF % H RN,

BEEE B HEERRRIES IRE N (English), DIFTRRAFRANE, BSOSO
BEREHEE R EME. PRABEH R L LT SR A AHE SR I R R e X
JiATEaNE), RN BB S BN RGUE S . ISR S S .

WRERGAHTA] B B ZERGNHAR, HEE D ERNZELRE, rootB e —
#, hostnamei% & AnodeXXX, i, nodel, node2, node03 k. A HHGEHR —MILESHY
ZFEmaster.

Rl . Anolis OS 7.9, WA R R/NLEE. MAUR A Gt tps: //mirrors .nju.
edu.cn/anolis/7.9/isos/GA/x86_64/Anolis0S-7.9-Minimal-x86_64-dvd.iso.

5.3.3 HEERIESTPHLIRER
RGERKIUE

BIRBFRE 2N E Nroot B iS5 R R SG; 10 IE %A 0 (B PR BE E & B %);
f#/etc/ssh/sshd_conffgfEPermitRootLogin yes(4nJt, EBL; BAREHATTME).

IPHIsEE W HATHES: hostname -1, % &5 SRR 4 177 sAYIPHIL.
B3 ECE R -

BERFIIR SRWIiFiKhaEHRHE; fEDHCPE AR T A EE, &7 sihostname,
X B TP A7 B A 5.

EREN S A RKEER HOE: MEERZEIES,; BASWANOZSEWIT,; 17
shosthameZ2HEE.

5.3.4 NFHBRE

PITEAE, 7] PASF https://www.bilibili.com/video/BVinC411W7Xv Fl https://www.
bilibili.com/video/BV1iy421875y. it @Cent0S7.9, Anolis OS 7.9, Anolis OS 8.8,
Rocky 8.8, it &Rocky9.5/9.7, RGtLEEmAE T . 1HEFEMinimal Install/F/&3E, Al LA
AR RO SR IN (]

DebianZZ2%: 1E{H X BRIGLLERSE, https://cdimage.debian.org/mirror/cdimage/
archive/12.12.0/amd64/iso-dvd/ BB FREdebian-12.12.0-amd64-DVD-1.iso, A] &%
PSTEAE; https://www.bilibili.com/video/BV1sTh3zKEK9.

5.3.5 SRy

RN AT N (RO S AL E) 77 (£ RE I B R E IR E, IS RASRILEN
W2 AL B RE T BIBZAR N BRI SE K.
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7 2 ML IR (HEFF)

DX 25 Hh ik Hl#s4 /hostname

192.168.251.254 master
192.168.251.1 nodel
192.168.251.2 node2
192.168.251.3 node3

XXESOMN A & — AR Bl SEbr A, B 4% A
FITPHIAERI I A 2 /L5 =N IPHibE R E S
TR PIF 24T, 15 78 F Eofthk =X

5.4  LfEE®

Rl e BIERGLHE TG, B L —2 NEIFWiEERA GG, L%
Flmastert/l#s, HEmasterl 85 /root H% K.

EER HEEN, 1E77121Tyum updatesidnf updateskapt updatesapt-get update.

TR,
fEHCentOS 7.9 AL, A4 TR _EERIBHES /2 CentOS-7-x86_64-Everything-2207-02.iso.
HABRIBE, TEARIEEIE R ERERGURAR, X R AYBRGSCAERIT]. NEUG, AAMESERBR X
(R

RME S AT RR ARG

iR BN ISR, NRGHR 2 B TR 2 B EIRE LS. RRERS
e8RS hLE, AN Fild SSHIZ R IE R 2 E #8719 sl (master) BIA] SE R A #:0E, T
MO AR AL

EREM
1. RGEJEN AT RETFEIMIA RN T FIRES
2. SREFERE UG, FA TR RS B Gt — il 47 e
3. BERBB ARG, FrENEF BB PermitRootLogin prohibit-password
4. HEBAEIRIES AL i s R E

6 B E

HETE RS

XHREMTE 15 77 fEWindows R 4t | B # i lkhpcdyou_toolkitx.zip & 46 (& 2 5 &
SRR ST S BE EE RIR); P A 43 35 75 08 ) SSH PAroot H ' & f7 I 82 8 Sk 5 7E
fImaster 7 sRSER. A X IFE B Emaster i L5 sk A e ML 88 5 T IT &I T
e, BT TEEMN, RA#F AR &4 unzip hpedyouxzip ; source code

BEARERER T ORI A REAF 1% & (B4R N7 1% &) o8 I B 2288 58 IR 22 26 f
P TREBRSAEIR, SRR S HlfFhardwareXXX. dat > fFIN {578 2 — 2.

#1%: hpcdyou 137, 4751 TR ask@hpcdyou.top
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A B

192.168.251.254 master
192.168.251.1 node01
192.168.251.2 node02
192.168.251.3 node03
192.168.251.4 node04

o Ul B WN -

& 5: BRI RHB

WhRTE AR E R R R RGE MR TR R, 25 2 5 =
7793, RSB RS, BB 2 H . RARGOR L SHII S
NE=TTHKE.

6.1 HETIE
6.1.1 FERER EIRECGEDTR)
WRBASE Linux A anr 8 F vigmiEas, 7] PABKIS PG e R _ERIRIE.

TR —MEFEA, X4 Enet-info.txt. MRZESH R 2RWMEIEE, ILIZEX
ERINISESINVAT IS

192.168.251.254 master
192.168.251.1 nodeO1
192.168.251.2 node02
192.168.251.3 node03
192.168.251.4 node04

Hrb B RS 2 8], Al AR —NEE 2D, 8B — 1N 2N Tab#E. 24
R, SREMATabi. &, 817, HARE™W5I.
PATR B — NS IR AR
192.168.251.254 master my-login
192.168.251.1 node01 server0O1

192.168.251.2 node02 computel2
192.168.251.3 node03 host03

B, FTH T R % (Excel), sSRATPHUBIEFINES 2 E R, FEXXSFE 5, WG Z 8
TFRASHIIAE, REMECHE A, FORE N X FEnet-info.txt.

6.1.2 fEmaster¥RfERBIA AT
TRTESERTRT DA RITER SR /Linuxhllas b, Vil
* http://tophpc.top:1080/getInfo.sh, BE

* https://doc.labitc.top/getInfo.sh

TEIFRF S getInfo.sh.

#1%: hpcdyou 14T, 4751 TR ask@hpcdyou.top
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To protect your rights and ensure your eligibility for the paid hpcdyou toolkit,
please send the following blue text via WeChat/WeiXin or email.

R AR ER {4 1T TR AR ML

ARIEENNEREHRPENONEZ, BEIHMEXEERMREIUTHTEEAS.

Please be sure to provide the file: hardware2937.dat

that was just created in the /root directory.

BEH U R /rootE R TR X hardware2937.dat.

- WeChat/Weixin/f {58 Bt & : hpcdyou
- Email/EB B ,i5 &% E : ask@hpcdyou.top

Good Luck.

K 6: izfThash getinfo.shff % /5, RN REI(E RBUERIRERRE]). BLARA, 1554
F#EhardwareXXX.dat>2fF, H R DU RREGHNE, KIELRZIHE.

IR skmastertlds, F&Z R FEIFRIZA M getInfo.shE/rootH &, 1E4&¥mH,
PATHRS, ¢

cd /root
bash getInfo.sh

;

ERBFRLE oRHER. THE: 1817 LIRS, 4 FrmastertLas LA R 3 i
&, USRS INEE.

154 root F A4 ARk hardwareXXXX. datSefF, FEEEIAM, % %4 5140, FRHE DL
PSR, RILA M, Hifaskohpedyou. top, BEhpcdyowdil.

SHEETERMANhardware XXX X dat s Rl 1230, SAF AT AT _EiRds<m
IREIRREPHE B AR, °

BRI R A BB R L3 7T SR

6.1.3 TXHEPULE
WA RZAOF ], BT, #SEREEER, TRAERE 7.
V= eaaroy A M NE AR

1. BICRERA TREMRRE R

2. MRERCLRIRTEN, LEMRFBERUR, R ICEBAET_hpcsiBRITEZ,
ToiEHE JA R AR (BRAET3N), TEResouce Portal 1 LA BOTC 54 3 (R R AE (AT
ORI, BITCIRE AR, WICTARHREAIA TR E AT,

3. CEUSIHIH Py rTARSE IR RE, SRR ARSI IB1T.

HRARFA L SFEIMAVFA] LA, B BHITEEmachinelD4 BHEIRMRE VFA]. BRI
T%ﬁt%ﬁlﬂdatﬁﬁi, FELHRIDE 22 B TR E T A E§1§E\, i%ﬁl‘ﬁﬂhttps://gitee.com/hpc4you/
hpc/blob/master/FAQ.mdPAK https://gitee.com/hpcdyou/hpc/blob/master/T0S.md.

YN R B A 2, SR RBAR ST, BIRTER BRI A N, http://tophpc.top:1080/

getInfo.sh
S AR, FTLAZE B getInfo.shifizk.

#1%: hpcdyou 1501, 4751 TR ask@hpcdyou.top
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Sorry.

You are NOT licensed to run this app.

Please contact ask@hpcdyou.top via email to request a valid license file.
License files are only available upon payment.

Contact ask@hpcdyou.top for details.

Bye.

7: TR 2B BT3B (S S T RER ).

6.1.4 _EfEhpcdyou toolkit B4
G A ZERRA, 1518 Frootk F #ESCfF _EAE.
EfEEgE L hpcdyou_toolkit-#.zipFlmasterfl#§/root H 3.

fEnet-info.txt 3¢ Elmasterdl 28 /root H 3% (W B HZ7E LinuxH (i Fvidmfa 25, 7] DAZ
fnet-info.txt S AFHH IR IE).

IRIEBIEBU NS BV1GY 411w 7ZVE(E, X2 BhtHBifEmastertlas/root H 3.

6.1.5 #ksEfEmastertlZFER/E
R Hroot @i ssh & Emastertl g, dhELi(E.
BRI EHE R, BRI TS ((UEH TEM RS0 LA T net-info txt X FIIEE):

[Cp /etc/hosts /etc/hosts.original

[dosQunix /root/net-info.txt

{cat /root/net-info.txt >> /etc/hosts

SRAMIZRE BIRIEE . TEIRYESLIRIG O, B finet-info. txt y BRI 44.

W SRAPRASE Fvi, 15 BB Rmastertlgs LAY/ /etc/hostsSXAF, BANRINTAN RN F:
RAZ:

192.168.251.254 master
192.168.251.1 node01
192.168.251.2 node02
192.168.251.3 node03

6.1.6 FHZSIPHNEAIBHITE
el

B EERRNEIR 5 HlocalhostEnul e T4,

A IR Finode+ B iy a4 77 K (Wnodel23); AEbnittan 44 K F B 0 SR AE)
REAATH.

Huit RS RN

PIBEE JeVFERDIPHER B 2 D AR HI4); RE 34 Shostnamedy IR B {H
AR BT 70 44 6 25 10 ] — BT

#1%: hpcdyou #1671, 4751 TR ask@hpcdyou.top
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EXHEHE il ABNE etc/hosts KR E; TTFREBINA XN ; ARG
EHAME—TEE

R BRI
SR B A /50 A0 B 2 BT AL

6.2  LHEHRG
AR Froot i F BRI AR S TAENL 2R 7E i DA R348, sud ot B ERIK.
TEEE B N 7 Ehpedyou_toolkitx.zip E4E .

6.2.1 BTZHE

T E MR, ERHEFELNnUXRGEIE AR HE & X, #E K@ —
MNSSHZ iy, AR Bk 2| B bR 28 i 71, B B Tones, [EiRSS o b
g, MICIEBE R KRR E R, B Joik & HIRE .

Step0 Lb{&HZEMrpm/debZ 3 FImasterfl#8/rooti& 2. MR, HEITFERM, &
AT DL Erpmud N EL O R B NS, 7 T E rpm . 1575 R S
ZIREL: $#%: https://pan.baidu.com/s/10XS1rZhFgZHmKCUTeZJpUg?pwd=h43a HEHY
4: h43a . BEEWPRIBURIIREL.

Stepl _EfEEHESFRImastertilds/ rootéfz. L S fRE R e DVD B, I HAA]
BB RR.

Step2 L&A Ehpcdyou_toolkitx.zipElmasterWlas b, BTE/rootd&iR. B 46
e

Step3 SSHIZfE¥Ftmastertllds, M ATE L (LLENA RS, R/ Dunzip, tard
B2, Mt ZdEr; IR/, FEPITIED ) rpm -1 »rpm 2 dpkg -i xdeb

Step4 B stmasterflaF, AT (L ENE2ZTEL)unzip -qo hpedyouszip ; source code,
T ES, TSR, 1R R IR, BRI 22 IBE R R RS (07,
M5 PR S, R B ISR (a0, #2 M a5 B2, I E R R e o0+, 1%
NPT BN E R e T, B, R E MRSk 0T, 7M.

HZELIStep4 e, FREEEJLIX.

6.2.2 HBEER
HB—F WAL 6. 1R S TIE.

BH WIAFTANLERIEIT Broot sk, I HEmEAHR.
B=F ftEhpcdyou_toolkitk.zip, IBHIATG L (EHCHA, R 2HE EHYTS):

{unzip hpcdyouxzip ; source code J

JEERFTE BIBRIETE S, B Bl e # LS R, B E HIRENG 1% A 223 R R 52 5L
SR,

#1%: hpcdyou H170, 4751 BT ask@hpcdyou.top
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The cluster system installation is now complete.

Th e
P1 ] in
to the adminis

Attention Administrators/Managers,
Please find the administrator password and links to each portal
by runnning the following cmd on the master node(root only):
cat /root/.hpcdyou/login_credentials.txt

I Alert 111
The client/user cannot log in the HPC User Portal
unless the Administrators/Managers,
- first, create users via
- second, allocate resources via

For detailed instructions, please consult the manual.

Countdown to reboot: 3 ...

B 8: 2Ese ke, Frath N ARG (F RF Al REA ).

IREBTER:
H BIRE X

BORSHFBOR, 1R B BRI, i 0d # M s T R, FORSCR I AR “1E 2 b
FMFHSEBMHBRE" . FITRIR, DU EARE T, F7 A Bubhpedyou's 75
PE; AL T PR ] W PR 2 .

R BRARSSIEIN 4 (EARSS AN I 2 B TR, R BREORIRSS; L LR Ia4ET
ENRSs

EREVIA: i BURERN, Fr i EHORSCRIE L, $B9IR T RIAE R BSOS B,
R TRDUN. BIE 60

6.2.3 BORHHEIER

B WIACETERUNT 6. 1HIRI S TOE. F2EE CHEOR M.

B WAFTENLEYCIFErootésk, It .

B=H DAREUE, v] DIRIESEIRTE, RAESM, 7, BIEEORSH.

6.3 SR

R RER, BITRERE— MG, STEREEITRRNMER, E2%E 8.

FHER, BHE MR, TRIZLEHP. RANSLERHSUAXAER, FREE
ST R, XA TRE/root) hpedyou/login_credentials.txt, A roothk 7 ol LA E . /RHIFE
RNIESFE 9.

2, BHARGHE .

FRRlEZE: SRR E G, AP EEE B E B imastertl#s/root H 5%
T hpcdyou_toolkit-web-offlinexSC 3, & NIFR 7> DIRE/MBHRTCTE TAE.

#1%: hpcdyou 18T, 4751 TR ask@hpcdyou.top
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# BOF

The Linux root user is not allowed to login any Web Interface.

User/Group Portal:
The login name is: admin
The password is: 1iQWWvbpBgJc

Resource Portal:
The login name is: admin-FJGX
The password is: alSaFConNvYJ

Choose a browser (Firefox, Edge, or Safari) to open the following URL
to access the HPC via Web.

URL: https://192.168.56.156:8404

Performance Monitoring: Real-Time Dynamics
URL http://192.168.56.156:19999/v2

Performance Monitoring: Historical
URL http://192.168.56.156:7080/hpcdyou
# EOF

9: Xfflogin_credentials. txtNZ R~ (15 S (0 DA SRR RT REAS[]).

HPC via Web X KD My Interactive Sessions X @ Allocation Detail X £ LDAP Account Manager (X 4+ Vv

O & 192.168.251.254:3404 X Yy @ & =

BIZFF (User/Group Portal)

B FEB(HPC User Portal)

& 10: Firefox{ bk il R (AN REAN D).

#1%: hpcdyou 19T, 4751 BT ask@hpcdyou.top



HMAE R FERCA IR AR

AL Bl

A ERETH R R R T

7 EURENE
ROBE VI
1. ARSEBERGOHT AL EL S DB SOY S T BRA L 2
2. BRBNTRFBR HERISCIESR, FRGENIR E e R

- Jusr/sbin/reboot_hpc

- Jusr/sbin/poweroff_hpc
- Jusr/sbin/loveYou_hpc
- Jusr/sbhin/setup_hpc

R BERAXRR

1. AP AERIESR RGBS, ERFRER:
- FTRECEBSAT N R R P BT &E

- BRI EUT G KhR U EERC B S AR EUE

- EEUBEK (N slurm.conf, BE X /RS, SN RS SR

BRI

1. SRRSO SR IR 55 A

- HH1% Web Portal it B S Fr e H 5%
- REHXSETIMER

2. EUFSTRRBHIIRSS 15
- E RS
BB SR
. BEFHNERE
B S PR A
G F

1. PANEOEHEAKETUE
- WA BRECE X SRS

RS EH BT

- EERGRE (R EAR TS ARE, BoARHE, SUSESF) SERI RS
2. HRAWMB LG ARBUEFAELETHBLLA N 75, EHH R R RS

- Web Portal JLIKIE H TAE (00 R ki i = 8 1K )

- AEREE
- BIIIRH

f5: hpcdyou 2071, H4771

TR ask@hpcdyou.top
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8 LIRS BN LALTER
PAESCFRRAEIR, AT A AN N R 4a R e b, Too5 1.
BAERBR nttps://www.bilibili.com/video/BV1iWe41117Ph, £J255 4.

FERBEAR https://wuw.bilibili.com/video/BVicadyly7Jj 25320F), X FHRE.

o  ERUERE: URE AR
ROVEERHE
1. AERERGORM AR, HRE R TAEURT:

- PR RSN/ ER
- IS AT SR 23 BE A B R
- TR B REE YA e, TETRrootA FREE K

HMEERK

1. PR I

- NPT R BT PR
SR e =y € G ESRTRAIS i v
- RGBSR P

KA E R

L. BT I8 BLBZ RS, EZ R e, WITRE:
- Z%SLURME /i XTSI E, WA HEART QoS
- B SEENVEOR SR R SS
EEFEE

1. EPFEP T
- RN E T RS EE
- PR R RS R AR IR A BN R R B S AR

2. BRI
- rootMKk FICikimid Web 5 il & 5
- PTE BRI RIS L R PSR e
- rootMK P PR B Linux RSt 4EH DA R F R A2l B

BRI AR RGU ) IR R A T4, 408 P B 75 SN B IRE 1 28 B B 1

5, BUUE B R ERERAANLinux R UE F PN Slurm EBEATR, DA E i PR R Stia1 Tl
il RS, MR AR AR R — 8, TR SRR,

#1%: hpcdyou H21T, 4751 BT ask@hpcdyou.top
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@ | & Warning: Potential Se. X | + v
< C G Not Secure  https://192.168.57.13:8406/users/templates/login.php v ® & =
Warning: Potential Security Risk Ahead
Firefox detected a potential security threat and did not continue to 192.168.57.13. If you visit
this site, attackers could try to steal information like your passwords, emails, or credit card
details.
Learn more... £th%
syt
d
2 TERE
@ | A& Warning: Potential Se x| + v
& C G Not Secure https://192.168.57.13:8406/users/templates/login.php ¥ D=

Warning: Potential Security Risk Ahead

Firefox detected a potential security threat and did not continue to 192.168.57.13. If you visit
this site, attackers could try to steal information like your passwords, emails, or credit card
details.

Learn more...

Go Back (Recommended) Advanced...

192.168.57.13:8406 uses an invalid security certificate.

The certificate is not trusted because it is self-signed.

View Certificate E ﬁjtt% \
FARAY
Go Back (Recommended) Accept the Risk and Continue

B 11 HE SR 2 U &S, 7 sl SR, BRnlsh.

9.1 Ekroot B HG
SR AR R, v AEZEF mastertlgy, (BikrootZi, HiEHA

passwd
setup_hpc --sync_user

IR R R R EM AR B EIA]. 55 —5452, WEMMroot® 1S, 5 %462, FIZH
HrootE S EIFTANLES.
FiE Webii (FHE1E, BRI R GirootH 7 B2k,

B R Z 2R, BHIEZEE, UL FRE k& kroot F . HAths g2
RIE, WWAEMLinux SSHZ R2WE.

B X diUser/Group Portalsl# Resource Portal 2% FI[UEF% 5 Ta i, 2 ULE 11405,

15 hpcdyou 52277, $£477T T #BA: ask@hpcdyou.top
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9.2  rootZEH
KHARGEINLE, 1Efifroot HHF'SSHESH: /root/.ssh/authorized_keys. _E41TR:

ssh-ed25519 AAAAC3NzaC11ZDIINTESAAAAIIJ/UA4AFQS7qKWS/BKG/yt3£7hBVS10K2KfE2KjQnJZ loginKeybyHPC4YOU
ssh-ed25519 AAAAC3NzaC11ZDIINTESAAAATIAChnKhYxrRJAjExsOE6M3fVnvcUjmbzqq3QSFLcfxaS cluster.Internal.Key

Hrp,

loginKeybyHPC4YOU rootH ' Vi [RIFT A HLEs I SSHE .

cluster.Internal.Key 28RS, g HQIENEH DR, EHARRILBEEG,
root PSR, RG24 root IR EA.

RIEFTZ, root B AIREX S W NEY. A, S MHE DR —FF.

ssh-ed25519 AAAAC3NzaC11ZDIINTESAAAAINei+DFvqTAWABE2/vT/DKiqmFusUaA7XkSIY3eQb2g3 hpc4you-remote-net

FARFEEREI B, VIR N RSB IR AT, AEREHE T L AR AR
FESSH#EH, R Nhpcdyou-remote-net. iEH 22 LFHM, ZHEAHZITAE T AR —
ARATE R, A TRAIIER N REEL N PR AZAZ B, A TR AR F IR H L],
EIERE RN It Leem®H. Nit—PiRAR2aw e, ETEEREREE. HEOEE
REWT, BN FE R ERORS R, 7T BATMBRIZE %5 (A7 T/root/.ssh/authorized_keyss¢
et N & H). BRG0P B E S B S A H F R,

SEITSSHE B RYTENLI, 75 IR DA A AR fF:

WILEAIK B IS B AR R A4 EE;
BHER IR 5 IS5 SRR A VTR R

HHREREE T XA R, SNBN RICTRIR P48 rlIR A, I R 7l B %
FRSF S, WICEBSMNTAA . AP ROOER, FHEH RIS RIEChr R E 7 & P

HH.

NARTHH P EGE SR RE IS AU ERIE, R R R AL 2, ALRENERHL 8 2 Al SCR5 5
TSSHEHRTCE I E RT3 H A alsd WChc B RISSHE, T/ M A\ i RS R 2T
B AL BT E SRR T AP Y R EAIEEBTI RSN ARG & H A EER
T B TAEMIHREAESS, MISSHE SRR St H shib g, DAR 1L TH R B A, (R A R0k
G ET L. rootfHl FENBUANIZHEE FE RIK S, A% EIRMESSIRHIZIHE. rootH 1Al
TEALARIIN 1) B SSHE B SRRFNAMERE Y /L. Hrootll FICIRB U AT &, WHIEEZT
RBRTROL B (B0 ) B 45 e

ERTEE R G SR REFTRAEISSHE T, St — 7T M PR H % PRIBOIA . sshH 3. 1%
MR ZERERPS, V1771t sl SR E.

9.3 A5 B Web ik
RN 2R, R —.

9.3.1 FahisE
FErootEmastertfE. BRI H AL,
-5

#1%: hpcdyou 2371, 4751 TR ask@hpcdyou.top
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FLansibriz s, master s S AN PHEHEE192.168.14.254, FFZ HloginIP.
BB /usr/share/nginx/html/index.html, & #HIPHIE A F I loginIP.
i, @R EloginIP/2100.70.0.7, M IZ2EH:

<p><a href="https://100.70.0.7:8406/users"> [Tt (User/Group Portal)</a></p>
<p><a href="https://100.70.0.7:8405"> S} JH (Resource Portal)</a></p>
<p><a href="https://100.70.0.7.254"> EREERE(HPC User Portal)</a></p>

MR GE G, loginIPAEFE ), 192.168.14.254, AR A&k 52 /usr/share/nginx/html/index.html,
HE VL R PR I 13 B
<p><a href="https://192.168.14.254:8406/users"> T (User/Group Portal)</a></p>

<p><a href="https://192.168.14.254:8405"> A% F (Resource Portal)</a></p>
<p><a href="https://192.168.14.254"> EREEHE(HPC User Portal)</a></p>

HAMNB LR EBL.

< e, 2

f&%/etc/ood/config/ood_portal.yml, 2L 5 6{TIPHAL s HTHYloginIP.
£=

PATU RS

chattr -i /etc/ood/dex/config.yaml

chattr -i /etc/ood/config/nginx_stage.yml

chattr -i /etc/ood/config/ood_portal.yml

chattr -i /etc/nginx/nginx.conf
/opt/ood/ood-portal-generator/sbin/update_ood_portal
systemctl restart ondemand-dex

systemctl restart httpd # RHELHF?

systemctl restart apache2 # Debian/Ubuntut 7

\S

g 1llpi 2

F P BRI W 28R 1F, Vil itibht tps: //1oginIP: 8404,

IR S AT DUEE Fah# A https:/loginlP:8406/users PAK https://loginIP:8405
RVTIRE RS E2, WAL VYR, A0 NI TCEEEE A A5 77 T https://loginIP.
T 0loginI PZE B M SCBRAGTPHIAE, F41 192.168.14.254.

VilATHT, IEERIAMZS 2 R, REFELUR:

ping loginIP

telnet loginIP 8405
telnet loginIP 8406
telnet loginIP 80
telnet loginIP 443

Hrp,

84054738, A] LA https://loginlP:8405 ;
84061738, 7] LA A https://loginIP:8406/users ;

80F144317iE, 7] LA https://loginlP ; tgk/2HPC User Portal

#1%: hpcdyou 24T, 47751 TR ask@hpcdyou.top
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telnethnth&5 2R, 1§ BAT4S S5 RIATHIB) T AR,
li 2 : Debian RGTAIMEA 80213 11, 181Thttp, FR At AR 4.

9.3.2 H3MAHE

VR, FEATE PB4 Web Portal.

nFupdateWebAddress.shiEsk, FrootH ' fEmasterfLE A THE 2> (1 22 A1 Fh ST A
%):

{. /updateWebAddress.sh J

FERREER, A yT&Enter; GRIA B IS SR TPHINE S KPR, 1§ AnfZEnter, %A
SERRAYIPHENE, Bf%—{REnter.

DL TR, Rl

9.4 WA (2H)
9.4.1 HRHIE
A P (User/Group Portal)
B RS E 10RBITTHEN ST, KB FE 12776 DU
FERIEZL: FrE i AME, (RS EPF . TEANEEKR, 18 bR sl o i AHE 5 T ) R 5 A ).

fELinuxZ&4tH, &4 (login name), HWFREH 44 (username), 52 H P &I A
FRFEBRARIR. P28 s B R BR

1. BB 3240 FFF
2. SRR NG TR, B, FRIZR(), ML)

3. PR DRIk 1620 N RILSUERIETT 3k, TRELIETTIF S ($)45E; TRERERE
FhRE; IR, B S, 2, AU, KL, @, %, 2, % , &FRERFS, DUEHF
7, THE R AET; TRERL S Unicodesi & IFASCIIFAT.

B2 £ T ERBORITE, AR THEE R P A A SR SR K AL A,
THRRERANT 2P, RIUE LT IREERE. B ERSRS, XM
EEORIEA IR E M, SRETEm 2.

9.4.2 EHiZHE
BT Linux &gt P4/ P TA PR & 7,
WG E— AP 4 /Group, FEHFIAEEIH P 4/Group.

—MHP, ATLRE T —PeEZ DA, B P, s vl 2 fem i Pk
BRI .

(EIE SRR, YT AR DT T A e .

9.4.3 WIAF/A
WA P 4/Add Group % sdiAccounts —> Groups —> New Group

B P /Add User i it Accounts —> Users —> New user

#1%: hpcdyou 2571, $4751 TR ask@hpcdyou.top
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@ | < User/Group Portal x| + v
< C O G = https://192.168.57.13:8406/users/templates/login.php w @ 5 =
User name admin 9
Password
Language  gnglish (USA) v

User/Group Portal

& 12: FEMH P (User/Group Portal) &S R~ ).

$759 8 7% Email addressf1Gecosk H A HEE .
AR A PR ZZBRZ, 0] DAE & XS BB, EREESHE 13.

Rl B 2L R RER /4, R UE IS It User/Group PortalkR 6. {#HLinux®R 4t
{52 useradd @M, TEiEFHERAS.

9.4.4 MiEREF/A
TEFTFNYEES, ViR User/Group Portal, sithdTH UsersFl| 3R, iR ERIA].
RSP AGSE R, WIRZSEMIERATHE 1Z M P AR E -, AR 4.

9.4.5 MIFBHE
BB AU R AUSREAR, AT RERS B R IR R R AR

-« TEMAF https://www.bilibili.com/video/BV1eN411T7jJ

- fAMLAS BARR https://www.bilibili.com/video/BV1uC4y1P7YA/

9.5  WETEER
9.5.1 BRI

Resource Portal

A 10T A B S, BT 1A].

Resources Portald T ColdFront. &i#fColdFrontFI AR Tifk. @A K TR, Al A&
[ ColdFront¥l 5, https://coldfront.readthedocs.io/en/latest/, IREE 2 JH 1 [ bR
PERA.

ln#ER: PA_EResources Portal WebdIRAE, 5 & < H A Hsacctmgris 217
1E. BRINEmastertl2s I RIME S H &R =70 8T — k. fEmastert/lasiii Acrontab -1£2
EE:
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https://192.168.57.13:8406/users/templates/config/conflogin.php

eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee \ S ‘7‘1_‘
e et severp WSSV A]

mmmmmmmmmmm

BRI T ARG RS K

B 13: B SCH P ERRAR R (TPHAE AT REAS ).

*/3 * * *x x /sbin/loveYou_hpc 2>/dev/null

TEZIMERIHIESS . Butt, [EEResources Portal 1, 5738 AERK.

MRIH S He e B sacctmgrfa SR, AR IH AT PARE Fsacctmgrfis <, i#47slurm ac-
counting, QoS5 77 HHHRIE. 15 TCleE Zli&Resources Portal Bi]. 581X sacctmgrin
ER, REARFHHTISTEEA.

FEBIEZE: A MAE, XPRIESCEF PR .

9.5.2 WRSICHKEKEE A

A SFTRIEIK K P RE Slurm 8 2 R 405 A4 SR R IR T &= I RE(Native Accounting),
HAROURHEELES: FEHEIF /I E RIS FESTH; B3 CPUR, GPURY, HITF A ERL
fatw; ScRrwalltime/SEFrfE F IS AT EL . AR 28 =75 T 28 R AR STurm A= Y R 46 5 FH
IOEHAT IR T, BARICIKIK P A S REEAI SRR, HNH B RFRE M Arl 8w
CRURAE FHIEHE B, nlEMIR T s il (PR B A A RT B &) ; 24 SRR SRR, Slurm B E
e, AT A SRR E . IR E (PR LA H S5) i T Slurm s ok 50, 115, 2%

https://slurm.schedmd.com/accounting.html.

H P BUBR 5 [l

1. BRI 1 (Resource Portal)ifi[AAL R :

- PFTE SR PR R R )

- REFH P EER B IEELE R (HIER)
2. BHALENR

- BRURHTE R E LR (U /1R 4)
- IR L S B
- TR H P PIAURR

TH EEAL:
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HBE P
L PI CREERFA)
TMEA (figt A Managerl; MWK tacc_projecta)

BB (fix A Manager2;: IEMEMKF tacc_projectb)

HPC

ProjectA (Manger: userA; slurm_account_name: acc_projecta)
useral
usera2

ProjectB (Manger: userB; slurm_account_name: acc_projectb)
userBl
userB2

&l 14: HHHEAHL—PI—IHE B

. TUH SRR XERERE 5T (PI)
2. KR

Em

PIATEN/FEERIA H A% 57
PIA[f5E T H & 53 (Manager)
H & G A BB FRAR (s hn /A BR FE )

FERI 4 = B A P s E7E User/Group Portal 525

—ANERAATHIEER A2 5E 14, R -ERHE - DBEE SO LIS £
APIREEEATEN), —PL Al DA — & 2N TIH.

IEIKI B B

L. P o Ee s

R HIE R B AP ECSlurmic KK~ (slurm_account_name)
XHFRIEIE

- ZTEILHR KPS

- BIEIRZK

- BRI

- e, —NIH— KA

2. AP 20k

BRI 2520 0H
NN RSV

A E fi P A

HZERNE, IEZHSIlurm’E 77, https://slurm. schedmd. com/accounting. html.
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9.5.3 HULEMER
KBLIRA, £AEAslurmEBEERE R, TEFEIL.

9.5.4 WFHFPIEEAR

AT/ 4 K 1T DATE I R Gi B Il Project(s &, FFER A P 2] B 2 i Project AR 77
Sk/AE KK P (slurm account).

ER, PI/EHKBA 2 A EHR, Fr ASIIPIZIZRSE, T8 B A BAREIA.
PARI P tom i, SEORAAALRE HAR T IR T BTN (PI).

B—% FHtomBEFE AR (Resource Portal), BIhESG, AR5 mdif _EfaLogout.

BF S B S SRR TR (Resource Portal), % A diAdmin -> ColdFront Ad-
ministration -> (£l ~77) User profiles -> sititom -> 4Ji% Is PI -> SAVE; £,
& [[Resources Portal RGTAH A, tom H F 2 PI/ IR K.

tomA] PAF IR SRECH TR (Resource Portal), G T H, WA, BHIE R E;
FHH AP N ProjectH B ER(LLan A A Bk 1), MR, PIABE RN B4 92 8 H 5 iR o
#|User/Group Portal RGTHIEHREH .

HRASR: BV1PM411C7Cs (I M dif S 7 83 B il S 7 BB ER).

A PAE H, Resources Portal iz 0B et g, MPIEEITRIE. 2 T USmLe /i - 2105
eI H, 2PIE CHRIEEPRFE SRR, EH A, AFEHE— FNE— FNEKIk P 246 1EH),
NG s RbRIE BT AT (Approve).

9.5.5 MIFEAE
W FPIBPR nttps://www.bilibili.com/video/BV1xN411T7XN

BEHEFERIE https://www.bilibili.com/video/BVikady1U7eX

9.6  BTIFIREQOS
FROE R - 2 /DAL, B 22 D PENE; FROESKE M2 /00 s, FRAE 2R B 2 3 2%
DL, $REEZ /DR .. S

GnA AT AR, AR A SE TR EESLURMIQoSTIRE.

FHARFMHERN TEEN, LERENEHARSR, BRIAXZFQOS, MINFHRA —
MQoS, ZFfEnormal. EFZEMRIELIRT K, QIELFRIIQ0SHKH.

FR P PARIENEIT 2D AME? X T B LS & SE bR A S Bl AT 2R i, DAAXfE
FCPURZLI 5= 9, 85 32 AT 4414 RR):
- ZH P REINAE TR TS EE LR (MaxJobsPerUser);
- AP EHEAE B CPURL R B (MaxCPUsPerUser).

HEGRF| R — SRR, RGERTSXZH TS5 TR LT
R, BRI FtomEx Z Al 120N CPURD, [N B2 R FIafT10MESS.

- HEBMEFHEHO ML, Mtomik 2 R IZ1T2MESS, B8 H B R AHEBLSERFIR
&

BN,

#1%: hpcdyou 29T, 4751 BT ask@hpcdyou.top
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- HEBMEF A2, Wtomx 2 FRINIBIT10MESS, 111D MG SR HENE

s
1~F.

- BHEMESHEHLIOMZD, Ntomi 2 RINIBIT7M 168015, B8 MIaEk16i% 0T
S5 RHERAE AR

B2 AR R G A, JFEA S REICPURIER, B FtomARis TEM EL,
HRZHIES R HEASE RS, IR R HLas T DT, Te22 RS R.

9.6.1 BIRALE
sacctmgr, B ME? WAEH? il sacctmgrZSLURMER NG A EM T A, G
A AN RRRGBE M F RSG5,

WRER? HARGEH A (Bilroot P REH ERIMMBORE. B HeHEkEFEC
B, EEA.

FIRFW: &N EHEGHCRITE/EHEAFIKS. BERXNRGERFEKE, IRREIEES
B B EAESS. BEAFHPITIHIIRE, A 53 Pl ¥ R (Resource Portal), ¥~
USINE|Project, JF il HAZBI AT SEAK.

ERR B AN ERIRESAHN: e

- MRS5S BE/QoS, W B ESS L E N E BT IREHER
- FIBERVEIR/TRES, W2 A DUSIST I RIRR IR B IRER,  HAnCPU, GPU, HITE,
VFATIESE.

R385 fESLURMTF M AR E h, accountHF B H KB R AR INH P L& &
SRID. O 7 e, G0 SR 7E 53 Bt ¥ IR (Resource Portal)H, —/Ni H/Project{X 3% B —
slurm account name, f£4if—H P, AUGRE T — 11 H/Project, thif, SLURMH
fJaccount, FLXf M slurm account name, WIYMHIERKIK, 8035 =ik . ke, 2 H
PAEE N ORI, BAR, slurm R IH /] PAGE i+ — 4N B P 19 s2Br i A5 B (RS (B AR TR
FCPUZRT, GPUFHY).

QoSH] AT F R A HAER, LN REFHER. B, XTMEE, PRI,
HA] DAE N — DN ARIEE B, LR S XMER. N T RILACE, fiEHRE, HE, —
MProject/IH, BLE—1QoS.

9.6.2 HWHIRERE
AR RS 75, QoSal DA N RABR & fahx:

MaxJobsPerUser The maximum number of jobs that can be running for a user at
any given time. &Z L MES.

MaxCPUsPerUser The maximum number of cpu cores that can be assigned for a

user at any given time. H /' A] DU FHRICPURL R EIR.
MaxSubmitJobsPerUser The maximum number of jobs that a user can submit at

once (not necessarily running). fZ R Z/ M5,

MaxJobsPerAccount The maximum number of jobs that can be running for a spe-
cificaccount atany given time. fNFAZHE_FSCHEAR Al FAE 7T 3, B2 K Project/I
Hr] DAl 2 /D AMESS.

#f%: hpedyou H307T, H47701 T #BA: ask@hpcdyou.top
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© Alocation Atibutes

Attribute Value
slurm_account_name acc_teacher

& slurm_specs Fairshare=100
& slurm_specs QOS+=teacher
& slurm_user_specs Fairshare=parent

15: £t %I (Resource Portal) T, 2357 H I QoS.

MaxSubmitJobsPerAccount The maximum number of jobs that can be submitted
by a particular account. 415 ZH b SCRIRRFE AR ETT R, B2 FProject/THE ]
PIFEsE % /D MES.

HHFRE T 2 DWE N B Z1QoSH, HMLHIZRMIT: EBHEEFHLA AL
FKSIM, BakFX N AR S ER. BTt gh, RERS TS MMRLEBE IR ek R 55, BT 14
4 A FH A2 sk SIM R PAROA B B4R

R AL, a0k P 5QoSIEALEE 1R, RS 1E /RInvalid association/account or ac-
count/partition combinationZ IR .

9.6.3 BIEQoSTKHI
THBETER, e

sacctmgr -i add qos teacher

sacctmgr -i modify qos teacher set MaxJobsPerUser=4
sacctmgr -i modify qos teacher set MaxCPUsPerUser=256
sacctmgr -i modify qos teacher set MaxSubmitJobsPerUser=100
sacctmgr -i modify qos teacher set priority=1000

sacctmgr -i add qos student

sacctmgr -i modify qos student set MaxJobsPerUser=2
sacctmgr -i modify qos student set MaxCPUsPerUser=64
sacctmgr -i modify qos student set MaxSubmitJobsPerUser=10

sacctmgr -i modify qos student set priority=0

an b, BEE T HANQOoS, ZFRD IR, teacher, student. FREMN, 52 7 m =&,

fET e — s, —MMQoSH] PARRERNEEANITH , 2% Y a1 H FhAI AT A P AR, 8 Allocation
attribute type, slurm_specs, HEAQOS=teacher. #{EXR, ZH& 15.

HAE 7 HIRE, 75 H ¥ SLURM .

9.6.4 LWHERTFQoS
B TE (Resource Portal), #4218 & 15785 SE BAHRME:

=P MRETE 2 Esacetmgrig SHERAEREE, 7T AT/ BC % IR (Resource Portal) &
HAS.
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9.6.5 QoSERILHEE
HZ QoS S, 1E&%:

1. https://slurm.schedmd.com/qos.html

2. https://slurm.schedmd.com/accounting.html

10 HIBRCOVPL B RS M P n i1

10.1 ‘EfliZiE

A —hrE2AE User/Group Portal B ICTEMATH F, #R AT DA E LG RIS, Bon IR
£/PI.

s E B A, RIESR TIELL, &5 &M N, 7T 2B AT #IAEALH FIDA
HPIFR.

B EFCERIT— MRS, EEH R E CAERNPL BIE—NIE, EE PR
AN E A, EEICFEslurm_account_namefZ&.

B2 g2 imfdHER. —Kins, SN2 NHTRESE 2P E. IAER, Bl
LM AR —NPISRAIIK . BAR, IXLEPTA R YK ' R 2 B4 B SR AT
H, (B2 EMERR . B RNTE APIFIK - &k Resource Portal, @ hIAf B #Y
AR IE IR, EHEESR T EME T, B0, BRI RETR B A FslurmFM, T8
J@slurm accountdE A FIHRAE.

10.2 PR K/PIARR
EHPCHE A2, WA K/ PIFIEIE P i H 2 5.
{U{XFEResource Portal RGiH, HEILH K /PLEA I FAUR:
- AIEECEERRIE /Project
- HIEHE R
- WIA P EIE CRITH /Project, 80 M E ORI H /Project BRI F.
- FRERE AL AManager (W HEER), % EHE A DAMProjectd A . MHBRF .

10.3  MHARE

G TR K /PTRT AGIE T H AT FRIE BER, ZAEAEL https://www.bilibili. com/
video/BV15C4y177Q9.

AR, TREH K /PIfEResource Portal T #4E, S RHE ] DAL .

11 B SER: HP 2
11.1  EFR&EH

£ SSHAE 1A Web FL i 3 17.

SSH AR, REEIR.
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TE R H P E B B4 % HiUser/Group Portal #%, Linux& 4t H & fuseradd,
groupadd, userdel, passwdZFFRANHIH PRI P4, Joikfd FH Web 5.

HPC User Portal
A 105 A 3 SCF, BT A

11.1.1 ®KP¥IEL
F P REFHPC User Portal, B 52 i P wItE L 3R0E .

TR TUE S5 5|, i BRUAR, 5 Ayes, R HEEnterf, % A (i A S
RErP R MR SR, FHRAZ SR s AR

BRI, TERMAFSCRATE.

11.1.2 BRI
A FSERE https://www.bilibili.com/video/BV1sW4y1p7Eh.

11.1.3 3RHTHRE
Bk HPC User Portal 2 J&, #KAT PA:

- midiFiles3E 5, AT HHCHIRE, ARERR T &R, i, L5 FECUE.
- mifiJobsKH, EEWHTRAHIE

- midiClusters3H, JE I YT 25 A ShellHiF S

- mMiilInteractive App -> Desktop, J/& Linux s i (X & ki A2 4t).

AJFELinuxsH, BERE, AT DAE R ZAE B S A 0] DA AL LR,

11.1.4 #AEUH
HrhJob composer, AR#T T HRAES5, smdi RBbridid eSS B shiaiT. Hs5EHE/

work flow/g,

L. iEFEMNZ AT RO, AR = 8ol UBLA MR B 3 FRIFTA R, 21—
H 3, HEs P B AR, )5 RidiSubmitfe 52 E55. IX B LAY H I,
BRECZ BB, TR0, R FFEEN S REEN T, Ca%X T2 HHE, A5
FEf R b, I IEIE, ORI TR

2. BESERH P B, 2 83088 UNZEAE TR R — N H %, AP s
FUbR A& R ASCAF R H 5% a2, s AMEBOERRIANA, 2R)5 e 52, IXEYW
N ERAIE, Bk B8, TR 0. RTEFHELCPUMNAFEE , HiEfde
HIEIR

11.1.5 #EER
/R BVIPM411C7Cs 1:02H146 (G M FlE il G X T EBER).
Job composeri#HREhsr, ¥ ARSI TR

1. VASPZ, TeFAE R AR, (XFRESIIASEE ORI
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Main | Search  Views  Aggregate Graphs ~ Compare Hosts ~ Events ~ Reports  Automatic Rotation ~ Live Dashboard ~ Cubism  Mobile

My HPC Grid Report at Sun, 24 Dec 2023 05:43:53 +0000 Get Fresh Data

last hour = 2hr  4hr  day week | month | year job | orfrom | H to | Z | Go | Clear Timezone: | Browser

Sorted | ascending  descending | by name | byhostsup by hosts down

My HPC Grid > [--Choose a Source v

My HPC Grid (1 sources) (tree view)

CPUs Total: 440 My HPC Grid Memory last month
Hosts up: 12 My HPC Grid Load last month sT

Hosts down: o E a0s

P
Current Load Avg (15, 5, 1m): 8 i 2o
65%, 6%, 68% s W z
3 & 107
g Ulzation (st ot 2w
H ki
00
®

Locamma
2023-12-24 05:43

Week 50 ek 5:

0 1-min m:us 1 Avg:288. 9 Ma
8 Nodes 1120 Avg: 12,0 Ma
W CPUs :63946 Avg:440.0 M
W proc n:129.9  Avg:267.3 Ma
My HPC Grid CPU last month
00
My HPC Grid Network last month

50
B o
Pow

3

& 20m

Waek 48 Wesk 49 Wesk 50 Week 51
B In  Now: 10.4M Min: 10.2k Avg: 2.8M Max: 45.0M
MOut Now: 10.34 Min: 6.1k Avg: 3.4M Max: 65.7M

hpcdyou (physical view)

CPUs Total: 440 hpcayou Cluster Load last month
Hosts up: 12 o hpcayou Cluster Network last month
Hosts down: °

200 M
)
td wn
nt Load Avg (15, 5, 1m): & w s
65/- 66%, 68% 3 I} 5 eom

16: GangliafEFEPERELE IR,

2. Gaussian/ORCAZE, T Z B IAIATE & fi NS4 ; RIS FERIA A A SRR E R DA
W17, I HE PR ASCHERIIEA HIE B B R — 2K
IR, PRAMIEATE ZRE X PR

HPC User PortalT-Ohio State UnivAF51HOpen OnDemand S8, A&z, I
4E100% B FRIHAU™ .

12 EREm
PisaME#E nhttp://A.B.C.D:7080/hpcayou, powered by Ganglia.

SERF B http://A.B.C.D:199998http://A.B.C.D:19999/v2, powered by Netdata.

SERR R BERE, IEE R mastertlas L SXA%: /root/hpcdyou/login_credentials.txt.

12.1  GangliafiZ
QSR A E R — MR, FIRE S8 gangliala TR,

This section describes installing and testing Ganglia, a system for monitoring
and capturing metrics from services and components of the cluster.

P (56 P B S A L 2225 0, £k B N Linux & A TR 77 4R AT

12.2  NetdatafEBEFEAESR 15T
VLR AR AT BB, A RE AT

K FNetdatas 8 2 W2 50, BOAUNTEE /NN R BdE. BaiCERE HHE T A
W PR R T s B S T A, S EOR.

ERRE, 1EEE 17F1E 18.

f5: hpcdyou 3477, 4700 T #BA: ask@hpcdyou.top
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System Overview

Total Disk Writes otal Disk Reads Average CPU per Node Ave M per Node Total Network Inbound Total Network Outbound

49.85

Top N

Dimension Dimension

100.00
00,09
98.31 23.0824
96.48
R

17: NetdatasSiHPEREREING B2 RGt4x & U EENASE ERINGRRIH, SLhr E2shE).

Live

@ | node1 C

@node10 (O] & 00 | @@ | i@

18: NetdataE R85 s ez (s SR,
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Qe 4

RENHREN

CPU-bound? Memory-bound? 1/0-bound?

19: PEREMRATATALIL 04T

12.3  RT RGN “EfFEET
TRARITUL Sy #
¥ VN i
- BARUIER: PR R IBIE 2 AR M ? f7fiff F Lustreif @ GPFS?”
— RIEFEbR: M FEIE(E, I/OBM&E, R D
© SR FE SO
- RELFER]: “PIREROAR? B RNAE SRR JARERSACE "
- RRITH: XARGUER, (EHERARTE, MR TR
- WDEFTRAL (R NS )
- g%ii&: “HUREKTCEr S DU @R N8R 4V fo 10 A R MR HRZE, L1
g 2”
— JRZATy: B SR S5 A O LA TR

I B R IERAT T 7530
YHFIEE] “TAE PG L Faa g™ I, T ART IR, aniE 19.

FUBRET =
- WRTIR: FErootB R perf btopA 2 H%Z

- EIES IR WebdinBR &8 & (FAPREK)
- B MBS S ERRCRRE
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PSSR I 2 ft R IRE =, M RCREAE(Tak).

GUSRAEN T AR TR BTN, A RSB RBHSE I 23108, IRAEHA
FITERE M MR

13 RDHMIEE
13.1 I/ N/ER

TEACAIRMIETE, THL, 2 eTTa B IR, T if IR IR R), BT Ti/EE
sOFEHETY RESEEE, TR HAT R T A

AL, JER IPMIZT 3, 8035 fE mastert/ 45 2 g T:

[poweroff_hpc

HH, WEIPMIZT X, 8l fEmastertl 3L umiifT:

{reboot_hpc

SR AL a5 B AATPMITAE, 8 Bk AR B 45 it 55 p, FC EIPMI, FF 208 T, 2% ) i i
MIPMI. QISRAEEERITES, BRA KB4 R TRIE.

13.2  BIEYLAS

PfTaddNewComputeNode.sh, BFIELE, TTRFEIBER. S mBEA LM IEES
7. HEPARIESS.

fEmasterfll#811T./addNewComputeNode.sh, #ZFRFHIER, FA:
1. HHLESAITPHINE, 4% (0] 4= 5

2. BANFT T S4ZF, default node name, HlllfEnodes, 4RI, SARAREEME G
A%, BAEnodeXX

3. HENXY 4 FR, charming node name of the new node, Ftal/Z2amdo1, [\ %= H.
BARRRERME G F .
RGN, BN R S Mo, MARE P8R, K305 8.
HEALER R IPHEIE R root B Y. FNLBRERIM A%, WAREMER
TERRGHNE R Linux RS, HELE e BRI, TTHR M.

13.3 BRTR
MINEREERRFEERITE T Al FImEE o N X EREN 45 H
1. /etc/pdsh/machines
2. Jetc/slurm/slurm.conf

3. /etc/hosts

AIRERE M H chattr -iIf#PRERBUE . BB SCIAHARZ ISR, 76 BTdmiE e, 2R
AT

BME, EERHERIHESR, ZHESWT:
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L{

systemctl restart slurmctld

setup_hpc --sync_do 'systemctl restart slurmd'

14  WebFHIZEKE
HPC User Portal B4R FHISSLIN, &% 2T,

FEAE ] PN SR RS A 2 6], SR RERIE SR IZTH 2 et s L aihms, H
T HBAMIP, B, WLATETLS/SSLIEH, FF/E MK SSLME R 2 421,

MM S, RAELE WS R RNERN TR, BIRAEE, SRaMEM. PLEX
PUBRATIT R, FARKRRREMRTTR.

A KR R, RS WEH, AR EVHRRE R 2 2N, (R THRER. BT,
72HPC User Portal TfERIIRSS 8%, BAE T LRI R, SR 22 0, ATz
IS LR BRI RN E . RTREAFAE DR S E N 2R ST IR, RS IANE.

Rl R NREERRSNIK, 22, B AN FARBIT AN L2 55 BHR
ATHEIEE RGUREESRAIATE M E R ZOK, U EANRTIREE MR NEANDT8AT
7F, FATRIE TR 2 — P RE B & RNG PR, B HRIR I E R, DIRETHEY
SREE. FPA X5 ZERE B GRS, A SEM A =8O EZE . [, P83
G IS TR B R R (N WL A, R AT e S B ), IR R R R A, DL
e AR R g ) XU

AERERGER A LinuxiR RGN BRI UEALHI, ARS5 308 H OpenSSHES & LDAPAR
55 AT RIS HAIE, %77 BT AR E R L AR EN R SR, REN A RIREIK - IANIE
2 a1t

15 FEARR
DA R ATREARERHRE, R R,

15.1 Single SSH Session Only

NRAE AR, BRIE 20855, E7MNE. EZRIER, BEATARISSHER, &
U —/NE 1 Phroot Br 7y 2R S5 2SR A] .

WERIEIE 2RI E A2 0E, S IRATE P, B85, ARG EEILER, I Aroot 7 &
¢, IRSARVEAH AR BT AT AR IEHA BB ARHIE, RAFE 6l a2 i RAIB IR E R

ZUGERNHG R ST, XOAULIEZ S| —, NREE SO &0m2, T ZA0E & SR i
AN . 15, 223 Edet, AR RIMERL RIS “mET” T “IRIXRIAA T, #E RS R
R

SEAE VLR, AR NTESAEHIN T A BRH]: HikrootH P, R HiE—Nssh2 Gk, BN E
#4217 (root user and single ssh session only, or abort.).

W, AR5

15.2  HEFEKK

ARERERG, LI, 2@ E R, KRR e AR, R ER
JEREEH TAF. NRHLERE R RN, SRETE3 T FNAR TGRS, SR NI 282
R, FBOS R A RERFIA N ZI SR AR S .

#f%: hpedyou %3871, H4771 T #BA: ask@hpcdyou.top
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THIS MAY TAKE A WHILE, PLEASE BE PATIENT!!!
I8 OK!

11l Error 11!

11l Single SSH Session Only !!!
Make sure your SSH client is connected to the target server with only one window open.
Bye.

& 20: WebMBih 3£, Single SSH session warning.

—RRRYL, X T EEHIARSS A%, TP S MBI BRI, 40 RAL A E S AR
=, B SR R, GRS root/ hpedyou/status, K HEIET “37 BECON “57
RIMRER, B EAF I RZS5 7.

QUERAEPITHARER A I e, BN AR B S 2RI, 18 ol B aHlas, H 222 IRE 5 % las,
FIAALES AT DGR 2R 5 52 pk. SRJE, BB TR R BT AT, TERR, A B AR,
HHNaT, HEMNBS NI FEEITIRIZTT. BT, /step3. shi i, HlasE 5 R, A8
LALES RIS IER G, TEM. /stepl. shEFT IR,

15.3  BHURFERS
BRI, RETH LN, TR,

15.4  EEHIEICIRERT R
RAEMZE, FW. HE2MERET, fERockyIRSM L LIBRE. #ELEED
17./stepl.shzJa. SHARE, EFIEFHEN A, BIAMREER.

TR, XA R, BRAETEERARG IS,

GUERERREA AR, 134T 7 — BRIN TR BX AN R, AR 2 R 22 2 UK ERan i
root@E 2 A A MR, TR R A rootABRIZ S N BN 55 .

15.5 UserControl23k

R ZRia17./enable Web-Interface.sh, RJRE S Z A% E N H TN ERRIN. 18
FIRIE1T. /enable_UserControl.shEIA].

1£1217./addNewComputeNode.shZ J&, HiEHEXIZ1T./enable_UserControl.shiEk,

15.6 502 Bad Gateway
WilfResource Portal , BRI FEREE:

502 Bad Gateway
nginx/1.20.1

IEHIRAEIZST. Jenable_ Web-Interface.sh#% M8 fi 54 R B B master i .

AL 1 P R (Bean i A pkill -9 -u userName), FEAIIHT 1 sie, FI P B HPC User Portal,
BRI, 0 R4, EE A master 17 msl BN ERE.

15.7 EAIMEH
AN UPS/EPSS i 4%, SRS 2 I5, HEERTRETCIE TIE. s IR RN e

#1%: hpcdyou 39T, 4751 TR ask@hpcdyou.top
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L. $ZIRFIEER, W EEANERE, Se kAL, m/ETFHL.
2. BT setup_hpc --sync_hosts
3. BT setup_hpc --sync_time

4. $T reboot_hpc

GUER A EPI NP BRIEE G, IERIBE, 1E LR ask@hpcdyou.top ZRIFHIARSHE.

15.8  FBIRIG, B o1 RCTA AR

BROBTIER, D7 —BIN G, 3 Sk 5o 1 R i nEit 84S, ERT Rt
TERK. IXAERAREE WL, 2RO AR IAYLE .

JRERE, 2Z IAHLASBIOS FL it Fet /BRI, 5 BOHL A I [RIA 2779 s (i 22 KK, SRAESE
BOCIE A,

JelR I [Elsetup_hpc --sync_time, T 5 B8 /5 O s BRI TR E IE TAERIRAS.
FLCHTHLA, BT FEAREE, ek 4 RGN RN, hFE T IR .

16 SLURMT:HEHFIEFF

ERE T R ihpedyoud &, (EH BYVEE B8 slurm AR IRRRA. 7EMEH 2, FIE
73 TR SRS TT AR 251

16.1  E-PNRE— R
1. https://slurm.schedmd.com/
JFE RS TR

2. https://docs.slurm.cn/users/
HSCBTRL
3. http://hmli.ustc.edu.cn/doc/userguide/slurm-userguide.pdf

FRERGES AL 5

4. https://bicmr.pku.edu.cn/~wenzw/pages/slurm.html

EHORZF DT tH i

5. https://www.cloudam.cn/help/docs/cloudE10
HEslurm AV EH ARG LR RS

6. https://leo.leung.xyz/wiki/Slurm
centOS8 PAM Slurm Adopt Modulem | Very nice wiki.

16.2  PEHIEslurm A
ST,

https://www.hpc.iastate.edu/guides/classroom-hpc-cluster/slurm-job-script-generator.

— A ERRslurm AR E, RFREXATE HEE:

Number of compute nodes 1 ZF1RERMH— 75
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Number of processor cores per node 16 £#F16%~— 1 = LEH161CPUKL.
Walltime 18 $(718R#E 18NN AR IR B EL/ N NTERR, LU AR A .
Max memory per compute node 12 ¥F12%R, FERX D1 RA12GBANFE.

HAWH ] UAHET . 252D REAE:

#!/bin/bash

# Copy/paste this job script into a text file and submit with the command:
# sbatch thefilename

#SBATCH --time=18:00:00 # walltime limit (HH:MM:SS)

#SBATCH --nodes=1 # number of nodes

#SBATCH --ntasks-per-node=16 # 16 processor core(s) per node
#SBATCH --mem=12G # maximum memory per node

#SBATCH --job-name="test"

# LOAD MODULES, INSERT CODE, AND RUN YOUR PROGRAMS HERE

SR, BV ARIN G, MRS THE !

module load vasp_mpi
mpirun -np 16 vasp_std

A2, BIEE—SCHF, Heliijob01.pbs, WAUNTR:

#!/bin/bash

# Copy/paste this job script into a text file and submit with the command:
# sbatch thefilename

#SBATCH --time=18:00:00 # walltime limit (HH:MM:SS)

#SBATCH --nodes=1 # number of nodes

#SBATCH --ntasks-per-node=16 # 16 processor core(s) per node
#SBATCH --mem=12G # maximum memory per node

#SBATCH --job-name="test"

# LOAD MODULES, INSERT CODE, AND RUN YOUR PROGRAMS HERE

module load vasp_mpi
mpirun -np $SLURM_NTASKS vasp_std

— 415, LR Z ATAIE TR 2, M E I A B9 & 5 ;48 R R BY-np XXH XX & K
HNSSLURM_NTASKS, {XIHE.

UIEEEREE

gsub jobO1l.pbs
E
sbatch jobOl.pbs

16.3 SLURMIEEZRNE S
slurm A gsHh B 245128, 168 K 21.

16.4  HEZHAME AR
B AR slurm A BRRTELL, 7T2%.

https://gitee.com/hpcdyou/hpc/tree/master/slurm_scripts
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SLURM Variables Torque/MOAB Description

SLURM_ARRAY_TASK_COUNT Total number of tasks in a job array
SLURM_ARRAY_TASK_ID PBS_ARRAYID Job array ID (index) number
SLURM_ARRAY_TASK_MAX Job array's maximum ID (index) number
SLURM_ARRAY_TASK_MIN Job array's minimum ID (index) number
SLURM_ARRAY_TASK_STEP Job array's index step size

SLURM_ARRAY_JOB_ID PBS_JOBID Job array's master job ID number
SLURM_CLUSTER_NAME Name of the cluster on which the job is executing
SLURM_CPUS_ON_NODE Number of CPUS on the allocated node
SLURM_CPUS_PER_TASK PBS_VNODENUM Number of cpus requested per task. Only set if the --cpus-per-task option is specified.
SLURM_JOB_ACCOUNT Account name associated of the job allocation
SLURM_JOBID PBS_JOBID The ID of the job allocation

SLURM_JOB_ID

SLURM_JOB_CPUS_PER_NODE = PBS_NUM_PPN Count of processors available to the job on this node.
SLURM_JOB_DEPENDENCY Set to value of the --dependency option
SLURM_JOB_NAME PBS_JOBNAME Name of the job

SLURM_NODELIST PBS_NODEFILE List of nodes allocated to the job

SLURM_JOB_NODELIST

SLURM_NNODES Total number of different nodes in the job's resource allocation

SLURM_JOB_NUM_NODES

SLURM_MEM_PER_NODE Same as --mem
SLURM_MEM_PER_CPU Same as --mem-per-cpu
SLURM_NTASKS PBS_NUM_NODES | Same as -n, --ntasks

SLURM_NPROCS

SLURM_NTASKS_PER_NODE Number of tasks requested per node. Only set if the --ntasks-per-node option is specified.
SLURM_NTASKS_PER_SOCKET Number of tasks requested per socket. Only set if the --ntasks-per-socket option is specified.
SLURM_SUBMIT_DIR PBS_O_WORKDIR The directory from which sbatch was invoked

SLURM_SUBMIT_HOST PBS_O_HOST The hostname of the computer from which sbatch was invoked

SLURM_TASK_PID The process ID of the task being started

SLURMD_NODENAME Name of the node running the job script

SLURM_JOB_GPUS GPU IDs allocated to the job (if any).

21: slurmNEZ&.

\}
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17 HiE X
AT EEHEZEIRES, DI R TR Z R E, Ar]45E.,

LEESERE G, BROIARIE— 1 AF, workq, i R sERTEIZ A, Q0 SR P AN IE I B A 3=
FIHH, AABIN— cpu_corefEAL512MBE# 1024M BN TE.

AR B Webiii, BRI H: 80, 5666, 8404, 8405, 8406, 199993 1

LRI B G, B Linux RGKIHE T B HEATEN, (R ESHroothiR, &
AT DAH FAE EAL AL E S, HfR A IHATH 3.

HEFIR

ARG
1. R E BT chattrin S E N HiLE M
2. WNFTHERL, BRI R A < R LSRR

BARZRFBOR

1. AP BT E X E
2. EHERAERME R SRS RS
3. MHTRLNSHF, ANEFEN PBIRIRSS

17.1 HHHS5%E
PR L RINZ, HAE AT R > Bl 755 TR

17.1.1 ECECHAE
1. AEHRGHIITEHEREMB IR IBR Linux & I ThRE R THCE .

2. MRECE ST BOIARS R, RIS LI (A0 H)TE/opt/hpedyoug 2 .
3. A BCE SR AR K.

17.1.2 ECEXHBR
1. LinuxZRge2IHR B B0, 0] DUARTE B SRS BN E M E.

2. RERRLE A TORA chattr BB T HIERBER, 1E B1TA#HL

17.1.3 REFH
1. NIEFERECE P RE S BER TR F e ek TIE.

2. AT RESE B AF S BRI MR-, AR BETAE 5.
3. ZH/BRECEXFE, RGBSR

FROGRIE: PR32 A BN, HER TR Z AT 7E 70 BER.
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17.2  HF{EELDAP
F P& B R OpenLDA Pl
fEmastertl 2521 TLDAPARS U fEmasterHIBSFIFTA &1 FUSITLDAPE P,

LDAPRSS Uik F apt/yum/dnfZ 2 Linux Z 1T hicie ERIBRIARRCAR, B B S 7EERIAR
2. BLinux ZTHRIECE XA 25, RIREERS RS E AT

DEFRUT:

host: hpc4dyou.login
bindDN: cn=admin,dc=hpc4you,dc=login

Hrthpcayou.logini@iid/etc/hostst&Mmaster IP.
EREBE, A ENLDAPEEE, AT A

- Jetc/ood/config/ood_portal.yml
- Jetc/coldfront/coldfront.env

- /root/.hpcdyou/login_credentials.txt

LDAPHI B BN, BRIRAS Linux KATARARSUE B R AT EOKACE. a7 Hilk/ 2L,
THSHE N AT

W HAE Y B A HLDAPAR 55 48, 16 55 £ EOpen OnDemand. ColdFrontXf
FLDAPHRSS 2REVE K.

17.3  LDAP Webfji
User/Group Portal, >R FILAM/Docker$Z fit. >k HLAMIA H i E 77Docker5i 4. i@
IHdocker/podmanzgizf7.
LAMBLE A DAE E X, BRIANE SR E B G Zlam. WFHBRIRSmHNELE, 7525 H
fTchmod go+rw /opt/lam-config/ -R. B 5EESE, IdGE#H{iTchmod go-rw /opt/lam-config/ -R.
HZRXTLAMMIRE, IEERLAME /7, https://github. con/LDAPAccountManager.

fEse e n] DURYE B SR E K, FLAME O (M IR E W HIOpenLDAP ServerfJWebii
i, B ERLE, BORTEE C.

17.4 Resource Portal

A E 4118, & Webdiiisk H FColdFrontIi H, https://coldfront.readthedocs.
io/en/latest/. " MMKHAE 77 AL EEHRE, MR EWT:

- Jetc/coldfront/

- /srv/coldfront

- A F coldfront

- mastert/l#§_ErootFl P IHRIESS+/3 + % % * /usr/shin/loveYou_hpc 2>/dev/null.

ZPortaliy 3 BE/EH 2, il s o BbR L Blsacctmgr® Bislurm accounting, slurm
QoSTFHEFLAE.

#1%: hpcdyou 44T, 4751 TR ask@hpcdyou.top


https://github.com/LDAPAccountManager
https://coldfront.readthedocs.io/en/latest/
https://coldfront.readthedocs.io/en/latest/

HMAE R FERCA IR AR I TR ERIN e MERETH B R R 7T 28

X T ColdFront Web5t [ 5 2 H 7%, 1§ & ] https://coldfront.readthedocs.io/
en/latest/.

FTE EL BRI SCAZ K, VRAT DAMRIESCRR TR 2, 225 /1824

28K, AN 1H AT DATE ) # fEsacctmgr’E #islurm accounting, slurm QoS% 5§, &
s Resource PortalB[IA].

17.5 HPC User Portal
ffiFHOpen OnDemand=EEL, ‘B 7https://openondemand. org/. FEW RN~ HR:

- Jetc/ood
- Jopt/ood

fEMERAEE, E & https: //osc.github.io/ood-documentation.
METERRSH, LDAPARSSHiMHPC User Portal Bt 8R4

17.6  MySQLEWEE
TALRRA, Yok Hapt/yum/dnfiEFERA. ERikrootZ S Zhpcdyou.

ColdFront/Resource Portal, fifi FHHEHE FE 4R Zcoldfront_db, HWEEEESE, &
%] /etc/coldfront/coldfront.env.

SlurmiEE#S, UH P slurmimEdEEslurm_acct_db, HE B, &5/ /etc/slurm/slurmdbd.conf.

17.7 nginx

ColdFront/Resource Portal,0pen OnDemand/HPC User Portal, ¥ 8 f #nginx{t
. BARE:

- Jetc/nginx/conf.d/coldfront.conf

- /etc/ood/config/nginx_stage.yml

17.8  SEREEIR
FINEH B Ehpcdyou, FE XM /ete/slurm/slurm.conf. WIFHEK, E B R4
ThlE:
- Jetc/slurm/slurm.conf
- BUTHE @ sacetmgriB B BB AR, BARE R slurmFif.
- fBMResource Portal, il AEREAIR, HAZER ColdFrontF-it.
- &% Open OnDemandH KL E, ¥ M2 MELE S, BAAE R Open OnDemand F/it.

17.9 NFS#t=

RN, RERTE, BIINFSH=/homefll/opt. RAH&LinuxZITHR PR ERINFSHT
BrHE.

AT DU EEBURL, (B2 AT DA RR /opt H SRAYNFSH =
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Fif HH BT A, NFSHEGE /ete/fstabfaiil.

BREE SE G, IRAT DN L 76k, BT ORR SR L LA RS TR LA, 15E
BVRET7 6 T, BEATHRAE.
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