-PQJI\)}—‘%LU

AR BER S (HPC via Web v3.1)

Rocky8.8B£khit i F Fif

REM, FEEEHEAS Webr] P RERERFHTIHHEEH

ask@hpc4you.top
202447H27H
RRAE . . 4
ARESRERG] . .o 5
BIZRAR . . . . e 5
TREBZRN . . 5
4.1 HEESMEEES .. 5
42  FAPEEESMNERER ... 8
TIEROCKYS. 8IMERGL . . . . . o 8
51 ERBMZ ..o 8
5.1.1 55 8
51.2 FE ... 9
5.2 BBERE ... 9
5.3 TEERB ... 9
HEEEREE . . . e 10
6.1  WERTAE . . . 10
6.1.1 TERMER EBREAERTR) . . 10
6.1.2  fEmastert®fEREUZHIFA] . ..o L 11
6.1.3 Ff&Zhpcdyou toolkitf =it . . . .o L oL oo 11
6.1.4 dsrfEmasterWlastRlE . . . . . .. L L. 12
6.1.5  HIEBMIPEERATEZESEIT . . ... ... ... ... 13
6.2  EEEHEBERG ... .. 13
6.2.1 BITIBER . ... 13
6.2.2 5 13
6.2.3  BoRWE ... 14
6.3  BEERGE .. .. 14


https://gitee.com/hpc4you/hpc

HMAE R FERCA IR AR

I TR ERIN e MERETH B R R 7T 28

7 BBRAEMHEBR ... 14
8  EEEEERE (UREEREEE ... ... 16
8.1 BEroot S . . . . 16
8.2 BIDAF(EH) .. e 16
8.2.1  HORRIE ... ... ... 16

8.22  EHIBE ... ... ... ... 16

8.2.3 g1 5 ) 2 = 18

8.2.4  MHMERFHFUAH . . ... 18

8.2.5  MURBIE ... ... ... 18

8.3  WRIEMEIEBE . .. ... 18
8.3.1  HORRE ... ... ... 18

8.3.2  HIEEWNEHE . ... .. ... .. ... ... 19

8.3.3  EOEEHMSE ... ... .. 20

8.3.4  ECPI/WEAKMGE . ... . ... ... 20

8.3.5  MUBIE ... ... ... 20

9  HIEMRNPL BMASHPYRAMRE . . .. 20
9.1  EEHBEBE ... ... 20
9.2 WEHK/PIFBR ... ... 21
9.3  PUMEEE .. ... 21
10 BRFMEMREER: APEE ... .. 21
101 BESRERRE ... 21
10.1.1 WAL .. 21

10.1.2  WRPWRARASRERE .. ... L 21

10.1.3  EPRIORE ... 21

10.1.4  BEASIHE Lo 22

10.1.5  #EHUR ... .. 22

11 BERENRI . . . 22
11.1  GangliafaRMEml . . . ... ... . 22
11.2  NetdataBBEVERESIFMEI . . . . . . . ... ... 23
11.3  MEREMRIUAETSH . . . .. 23
12 MRDHEMITIRE . . . o 24
121 BBEIFSNVER .. .. 24
12,2 WHBEHLES . . . 24
13 WebBRHZEERE . . . . o oo 25
14 BEHERR . .. .. 25
141 WebMHRIGIEZEE . . . . . 25

f5: hpcdyou

TR ask@hpcdyou.top



HMAE R FERCA IR AR I TR ERIN e MERETH B R R 7T 28

142 FEERW .. 25
14.3  EREFTREEES ... 26
144 FEEHIBSTCIEESSRTRA © .. o 26
14.5 UserControlZ&®% . . . . . . . . . . . .. 26
14.6  502Bad Gateway . . . . ... ... 26
14.7  BAMEEL . 26
14.8  FEEBEERITEIETE .o 26
15 SLURMEGHEHIKIETE . . . . . . . 27
151 E—DRE—TF . 27
15.2  POEHIEslurmBIA . L 27
15.3 SLURMIMEESSNESE . .. ... ... .. . . 28
16 BRHESE . .. e 30

#1%: hpcdyou 3T, #3071 BT ask@hpcdyou.top



HMAE R FERCA IR AR AL SR RIR R RE T SR R T 5

1 BILE
NTETEE, TEHRRGENT:
2R /path/file
L E%: MKLROOT
4 command parameters
FALIF BT TGS -

export OPENMPI=/opt/openmpi/1.8.2_intel-compiler-2015.1.133
export PATH=$0PENMPI/bin:$PATH
export MANPATH=$MANPATH: $0PENMPI/share/man

A A SRR

QUEUE_NAME PRIO STATUS MAX JL/U JL/P JL/H NJOBS PEND RUN SUSP
serial 50 Open:Active - 16 - - 0 0 0 0
long 40 Open:Active - - - - 0 0 0 0
normal 30 Open:Active - - - - 0 0 0 0

Rl A

1. 152, BTHIT. MR moE — T80 SRk —1T %, ii%Enter. NRKMGATH
12— M AT,

2. fERTX D RNG .

3. FTIBRIASI A, SR AIZ P AT IR TRIE S, TAE— .

4. BRAEFERISETE, BT 3R0E, 202K root AP ORSERL.

5. FTHIIBEES, FAFLANIR AT S, B2 KM IR, TEAsSOIRAS T AR

6. MR, #IFLIAE, #UZTERE. ToiC# B SHIEMILTT, G4 7E A KA AT A 2,
HORERE.

7. “fEmasterWlEHIE" | SR 2 sshife 5 5k B AR LA BT 0E; S NIEFFHE
~MEE.

f5: hpcdyou %4701, 43011 T #BA: ask@hpcdyou.top



HMAE R FERCA IR AR I TR ERIN e MERETH B R R 7T 28

S R R ]
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/ill B g’%? Tﬂ: U RL% ﬁl ﬁu _F ﬁ ﬁ vvvvvv HRRBHK, M. 6. SHHRRE
-anguage English (USA) v GO e Grow members. Group descrippon
=3 anl = =
SEATH AP T4
v BPFIERE
User/Group Portal e
REEERER -
7 e 4
[reem— ]|
HPC via Web x +
PIA& 3 MProjectsik[R;
o o8 = ieessels o Welcome to Resource Portal PIOCCS > IR o
HPC via Web SRR T —
Do not have an Account? Allocations »
User/Group Portal
Resource Portal BT PIRR ::I,e;z: Email the Administrator to request a new account e —
TRACERASHTEE 1
EERmAR R
Projects » FPIBRERBERATFEE
Log in to HPC User Portal Allocations »
Username . —
[ |
T pREERER| P

1: B A Web AT/ S ) SR A ER G2 B P SR AR S R 1

2 AT S R

=1 B/ hpedyouli RARE BN ER RS, LIt 2 EHIEZMH P FEH, #2
FEWeb 5 i 2L, T8I ol PRI TIRE. ATALLIRIES R BIEE R 1A 2.

3 BRI

AR, FFRocky-8.8-x86_64-dvd1.isofif%. HIRIRSS #e e B A BHBERER:.
REEEREMVI. 1T WRATE D, X HGPUSCPURAHE. | BABHIEE X 1.

hpcdyou toolkit, HMNF B, HEMEL LR “THEHEWIMT 458 TIELR
FHEGIE, R ERFEHPCREMIRI AT BAESEMT 4. FEMTLAER, AN 7S
FI FHEE A,

AT EHEMS, BEMIER: TESfEHE SR E R B 2 B Linuxtd 2
B R R PRITFREMPIUOZ, EHIMNGTES, FEnteril; SRFEB 52K, BHHER, bR
HZAb, Tefth.

VIS SiliNE Sl )

4.1 MRS RILEIETH

BRI T E R A E & 3HE 4. SN A RMEESET, EEE A LISCF, 5
FHE W T Hhttps: //hpcdyou.github.io/. SLURMIAE SRS E FE_E 7 MO FE SR O FIT %
FROMER. SCPRSCFFRINLAR SR, BUR TSRS A &, 2

Rl B

URIEE A F AR, SLURM H 87IR 51 H il B GPUMK i T CUDA S IR 2 /& 45 IE % TAE. WIS R IR Eh R 58 4%,
SLURMTZ: % H#hRBIGPURE:, MEFE AR E. B RME, HAXERSLURMAAFEELGPU, BIAT HE)
HEGPUB S

2EAMENMAI BN, R EESEHIES; R, B 16MEOHNL, R EE16ANLE, XM BT AR,
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Jobs REMUTE, &E BRI

.

HPC User Portal B R/G 0 ERE T u

Files 3 8R4

- REBhLinuxRE: AP THEECPURR. K
~WBFHERR K

JEFEhLinuxs@E: AFLaunch Desktop

Y

MeLEEAIR, AETEREEL

2: B Web rIFILIR(ES SRR GLZ H P 3R E 5 R G

# 1: HPC via Web v3.1 Rocky8.8&5£khix Ik

DIRefsist  Rocky8.8BiZkik 1T

CPUJAE  yes BN
GPUEE!  yes ERINSHE
ICNKIhEE  yes ERIASHr
HFER? yes BRIASH:
Web5tH  yes BN
EIFAE®  yes BRIASH
PEREIETIY  no BRIASHE
W yes H3l, FZroot AT PHIE
TEMT 75007CiEE FHRE: Rask@hpcdyou.top

U slurmX 4 % #GPUYA . 41 RGPUM X K 3N L B £ %, slurmH 3717
HGPURIRETCIE TAE, WIFHF3h K.

2 HP B, M BEAES, IE475 MR 5 S BREH PRI C & H
BRI EREE. E2HE, & https://slurn. schedmd. com/pam_slurm_
adopt.html.

3 fEN YR AR P F Linux B JE 5L, 7] DU T MR EL AR EE S EET.

4 ¥ FTF GangliafiNetdata.
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AL
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o SRR RO AL, e SRANSIE IR ¢

AEARIRCR,

WRPIHTH SRR R

TP
JiiVaks &
el
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§

4

E a ¢k

LSV, VNSRRGSR — TR (0 5), WHESATASRENVMER &,

TR, ISR, Bk, PR SRATBLDREE RS 9L

L IEH, AERAILZ 20 )F IR, BEAIIORCA, Dalton, Gaussian,“VASP; CP2K

. HET 2R, BB REOT RN 2, SRS CUR KRR S RER ST LU ORI e 2SR, $erpL

UKW, Jie2 T, Sk, s#FA0GB, SIAHBADRMZ RTINS, 158, BeRRING,

B 3: WRNZOIHTER. BT A, B EMGHIPHNE, F72 A login IP; fEREsk(n
ML TPHIIE, #7 2 Jymaster TP. {24 55 14k BE A1 SR (2R P& T [l — D AL/ JR UM IS, Login
IP 1 mater IP&Z[F—">.

VAL

f{m/mlululululals]

R

0 -@

N ROHMTIERT 2

B

1. W, BRI, 0 SRS T K.

2.0t Mg, RBDFTIEL, SRIMOPABRIBL- % i g)ffril il s,
3. BRCNLE, TGRS

4. 4 DAV RRGEE R,

5.1 TN GURATRE, CEak, A£BH;" AZBERTHYSSRRRIbA S,

RAISATANVMER A58,
6. TFSEALRT ALY AT CPUBLLIFAT, ] BAZAN Y A — il
FATUH, &M FVASP, CP2K¥IFTH 35,

B 4 IS0 RUOFTERAEE. BT A, SRR OMERIPHILE, FR2 N Login IP; HERZLR (2%
ATPHEbE, FRZ ymaster IP. X4 5 (el A 4% LR IR 1 [F] — N S HA L/ JR R R B, Login TP

1 mater IPE[F—1>.
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L. NERIENLES 4822 4, B BT b il B 22/ DN W, P ARS8 F P 288 5% I 2% ([ 1)
AR i) RN R I R B 45 (I B R DSkt i),

2. WEAREHI SN AT A E R, BRI @105, W RA] B
{56 FH B T A R B 8 3@ PCHL # B 5 IRIEE B AR 55 gk K 1H. BIXCPUTE L MR
TR EAS IR — 2L

3. PRESRFTANLEEIESR, RS —FE, LESRATELEa T RIRIRIE R Gt
4. JAESRAESHFCPU, GPURIA A SRR AR & 8 B

MBI, GERTHER LR AR, SR ARSS g 0 Bl ARSEAE BE,  BE5%; fF Ri PR A7 B AR
5 I IE R TG G B, SR MIBET ROFTREERIET R, BIANER T M
RREERE. M TEREMA I (BB AT R G0 T B MEAF SRy, ARAETE N = F o Y A At
AT DASCRRY.

42  HPEESNHER

WHTEH TR, FrANEs =/ homefl/opt H J¢. (1A f5 4222 25 198 1 AR 25 FIM PTAE
7, TS Jopt H3E, BNTEIETAE. 3

TESERRM FHHR, BT DU KA B EAR A i S eE Y EE] /home 12 R AFZ2EE joptik
BT, NFHFZ T ROHTIHE, ARSI 0518,

2 AR R Hsingularity/apptainer B — 85 (Single-Image-File, SIF)feff, E#%
JAE/opt, BIRLIEI A E RS ER . LHRE R EAMPIF TN,

LN A7 B, REBARFGUAZFFLWFMELE. ELH AR T AEtERER
ARG, MEERENEELETM, B EES EHEERE S P8 /homeRlI ] . HRIEFE i
FMERA, tnEHE ERmES S8R /ete/fstab>X f, ¥master:/homeF kAN ZE, 28
JH#master:/home, fRAFASHE, BEF AT SRS,

5 ZHERocky 8. SIRIER S

W ERA, X RIS HAT I EERE, BE T Linuxi®/E RS FSLURMIH & #5813 %
) DU R ZERE ) A T H B AT

5.1 A & A%

A BINLES 0 U FEAE (Rl — D RSN . B B 2%, 70 B shAFahmfh s 5, ik —fh.
GURIE BRI R B RERANH IR, AR E BT .

GIRIERSUNAIEFFDNS/DHCPR 55 4%, 8034 RSB A B EIRE, 1PN IX Y
PIZRBCE 7T 5.

5.1.1 B3l

T G T S B L BRI, T8 R — B WIFIBR 8%, IRIWANSE CIRIZREE. LANE
MM, 2R 4803 & 3B ISR S FARE RIS HAL . 8 R WiFiEs i as, BOA
K FIDHCP H 817y Bk, A e T =g E.

S HL MU (R TR, e SRR B 52 B, Yo fEmasterfBi/etc/exportsF; TTJE FHEB T AnodeXX 1

H/ete/fstabsc . hiFsetup_hpce --sync_do XXXRER FIE. HR2EFERF—EHINFSP K fstabfBR &R M, &
MIALES T RETC IR 3. BE KR ask@hpcedyou.top FREH B

#f%: hpedyou 81T, #3071 FLFHEAF: ask@hpcdyou.top



HMAE R FERCA IR AR I TR ERIN e MERETH B R R 7T 28

ARG, BOAKH BanEi. EHF RS AR, ERRAE T ONIRZSHTA] .

SRR GG, A — N rootll F, 1 TS, W42 B 3RE. fn] DUE
SEWIFiBE HARE M UH, BEEFE SIS IPHIE. B XEENLRERELE R — R, M
TWiFif HERHIWAN CIRIELRGE, Flf DUX LA a4 2 AR, R 5h M.

5.1.2 Fzh
IR WiFifg f B8, A e {al -5 o B 1Pk

PRATATENETWORK & HOST NAMESR L FhEL B ; 8 RGT AL se ), RAnmtui
ZHECE, 2R, FTEALESER— PRI, 2ER 192,168 X VIXMAAT 4.

A PAZE U R BCAI:

© https://www.bilibili.com/video/BV11Z4y1M7xZ
© https://www.bilibili.com/video/BV1Bt4y1C7CB

© https://www.bilibili.com/video/BV1iJ411v7FG/

5.2  BBTE

RS https://mirrors.nju.edu.cn/rocky-vault/8.8/isos/x86_64/Rocky-8.8-x86_

64-minimal.iso

BB https://mirrors.nju.edu.cn/rocky-vault/8.8/isos/x86_64/Rocky-8.8-x86_
64-dvd1l.iso, NEUE, EfEE|Imasterflas/rootH%.

5.3 TIERS
FA HLES, U FARoCky-8.8-x86_64-minimal.iso R I RS, WH ARG,
{RET DA
- fEInstallation Destination}$# R Gikl#E, HABE N X TR, WE S MR, BIOER
H—AMENRSHE, H R A K. HA RS R )%,

- {ENetwork & Host Name, it A 738, mdiflF, fdia M52 HIION, F
miifiConfigure, # A% —/ 3 ¥, fEGenerali£ i+ 4)i%Auto Connectl£ 1. BRINFK
FIDHCP HzlRE M2, TR HARIE.

- f£Software Selection, ##Minimal Install.
- ANEEroot® Y, 1E 7 QIR .
- HAEAARE R E , £5RH RS ERA.

RALAENTBRE, AR https://www.bilibili.com/video/BV1iy421875y.

MBRERBAFEM BN BLZERANTA, EHEE D ERZEELRE, root BB AR —
#, hostnamei% & AnodeXXX, tklll, nodel, node2, node03Z 2. A HHEEAR —MLESHY
YT Emaster.

Ao Esete g, BEDER R, §AKEE KR ENrootE il g & a2
Fhostname 15 3R BCY ARSI TPHbE.

%
=

, HRAH

#1%: hpcdyou HOT, #3071 BT ask@hpcdyou.top
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7 2 ML IR (HEFF)

DX 25 ik Hl#844 /hostname

192.168.50.254 master
192.168.50.1 nodel
192.168.50.2 node2
192.168.50.3 node3

XXES0f A Z — R Bl KRR rh, S ARk
AITPHEAL RO A 2 /S E A TPHIAE B 5.
IS PER AN ZAT, TG0 H AR AR XL

ARIEAE R B 3h 7T RACE ML, T H & aVLEREIRE TN EE hostname, B4
SRWIFiEs H a0 E PG, HEA IZRET EIAL AR B4 7RI R AU TPHiE.

Rl B2 BIERARE TG, BRSHEE Rocky-8.8-x86_64-dvd1.iso, JfEmasterfll
/oot H3R N, IB7EREHM, 127181 Tyum update.

FMCE T P EMR AR Rocky8 R 4E, AHA(EMHEMIEMinimal Install %
M Rocky8 xR 4.

BTN RERERGIT, BREERSRNN. FETEEHAGNIRE, Y
T I SSHIZFE B fmaster{L B TR AR, IR A TR EEREEM — A T E T A WIFE
TEINAHIA, XENRERT EFEL. BHARLETEE, AV ERBRE<E
Imastert/l#34-HHE.

6  HHEEEE
EARBEEMIR ARG RES Mhpcdyou_toolkitk.zipfy E4E .
A SRR, 262 F root FH 7, JEI SSHIZEAR B S5 T8 I B SR 19 A, SERIRAE.

THF A, FrATEFEE 2 AR 5e e, (BT ARIHEL, 708U 48 i%e5<E), e
HATEREERGUAIL.

6.1 HERTIE
6.1.1 TERR LEEERT)
ARBASAE Linux-han{al i i videiaay, 7T CABKIS AT 16 SR B AR AE.
TERMI E— MO EAR, X4 REnet-info.txt. WERESEE 2MAIMKILE, ILIZL
TN R AN

192.168.50.254 master
192.168.50.1 nodeO1
192.168.50.2 node02
192.168.50.3 node03

Horp, By RIS 2 [R], A DR — e 2%, s A — el 2 Tab#E. AT
B, RAMATabt. EE, 517, AWM.

AN — D EIRARB:

#1%: hpcdyou 107, 3051 BT ask@hpcdyou.top
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A B

192.168.50.254  master
192.168.50.1 node01
192.168.50.2 node02
192.168.50.3 node03
192.168.50.4 node04

o B~ WN PR

5: LT RSN ARGI

192.168.50.254 master my-login
192.168.50.1 nodeO1 serverO1
192.168.50.2 node02 compute02
192.168.50.3 node03 host03

B, TR TR A% (Excel), s AIPHUBIEFINLES 215 R, HXSFE 5, ijG & HilH
TEASHINE, RIEENCHEAR, FRF N HF4net-info. txt.

6.1.2 TEmaster¥/ERBERFA]
B RSB H AT DA B RS k2 SR/ Linux#/l 8% &, V5 Rl #isikhttp: //tophpe. top: 1080/
getInfo.sh, FEFFRIFEC M getInfo.sh.

R B Emastertla%, L& 2 FT FEFFRFEN X getInfo.sh&l/rootH . £,
PITHES, 4

cd /root
bash getInfo.sh

—_—

7

EREBFIRLIE o HEE. T1HE: 1817 EIMELN, 4 FrmastertLds LA RIS o) i
#, USRS INE .

K /root H A BT hardwareXXXX. datseff, FEEIAM, ZXLEIE. Hiflaske
hpcdyou. top, MfEhpcdyoutsr].

B RAETER MR hardwareXXXX . dat KR FilME L 0. AT R T _Likds
SINEEN I BEAFE R AERL. °

GISRIRE R A], IBT AR, #R BRI ESER, TEAERE 7.

B SR IE S s R LI 7T AR L.

HRAGAZSFEIMAVFAI L. 1EBITEEmachinelD4& BHEIRMRE VFA]. BE RN
FRALHTIHdatseff, FABE R EHAIN TR, HZEE, 1§&Mhttps://gitee. com/hpciyou/
hpc/blob/master/FAQ.md A https://gitee.com/hpcdyou/hpc/blob/master/T0S.md.

6.1.3 _Ef&hpcdyou toolkitEZEH
DREGRASRSE R FRNT, 15 68 FH root I R 1E S A%,
YR TR A B 2 2k, 1 R R R AR s, RIATAE N B AR T FFIIA N, http://tophpc.top: 1080/

getInfo.sh
S ELRANTT, Al LA FlgetInfo.shifiAs,

#1%: hpcdyou 11T, #3051 BT ask@hpcdyou.top
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To protect your rights and ensure your eligibility for the paid hpcdyou toolkit,
please send the following blue text via WeChat/WeiXin or email.

R AR ER {4 1T TR AR ML

ARIEENNEREHRPENONEZ, BEIHMEXEERMREIUTHTEEAS.

Please be sure to provide the file: hardware2937.dat

that was just created in the /root directory.

BEH U R /rootE R TR X hardware2937.dat.

- WeChat/Weixin/f{5 1585 & : hpcdyou
- Email/EB B ,i5 &% E : ask@hpcdyou.top

Good Luck.

K 6: izfThash getinfo.shff % /5, RN REI(E RBUERIRERRE]). BLARA, 1554
R#hardwareXXX.dat>xfF, KiXLEiHHE.

Sorry.

You are NOT licensed to run this app.

Please contact ask@hpcdyou.top via email to request a valid license file.
License files are only available upon payment.

Contact ask@hpcdyou.top for details.

Bye.

[ 7: TR AT 2B EIR (3 (5 B AT RE ).

FtEE4EEhpcedyou_toolkit-*.zipF|mastertLaF/root H 3t.

EfEnet-info.txt 32 Elmasterdl 2%/root H 3% (W HHZ7E Linux - (i Fvidmfa 25, 7] A2
net-info. txtSZAAHSHREIE).

RIELAEBUE NS BV1GY411w72ZViglE, X2 Bait Bl fEmastert/lds/root H k.

6.1.4 #kSEfEmasterd 2SR
1B rootH Fidid ssh& sk Bmastertlas, dREEHE1E.
BRMEHE B, BRI TS ((UEFH T RS0 _EAIE T net-info txt X HHIIEE):

cp /etc/hosts /etc/hosts.original

=
.

dos2unix /root/net-info.txt

—
-

cat /root/met-info.txt >> /etc/hosts

o

SRAMZRE BIRIEE . TEIRYE LRG0, B fiinet-info. txt ySLRRAI 44,

W ERAPRBASE A vi, 15 BB kmastertlgs _EAY/etc/hostsSXAF, BANRINAN RN FH:
RAZ:

192.168.50.254 master
192.168.50.1 node01
192.168.50.2 node02
192.168.50.3 node03

#1%: hpcdyou 1271, #3051 BT ask@hpcdyou.top
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6.1.5 PSEZNIPEEFATEET
1. MlEsA R Dglocalhost, null.

2. Mg iR Anode U4 &, bl nodel23. fIUIER I BIRETCIAME .

3. F—NIPHkE, AT DN B2 MLES 44, FiThostnameds < & WEA T, HA] AFRERAH
i, (ERIX LR 2 AL 44, RUEAFE— Gl

4. FR AN ZAIPE R, BINTE/etc/hosts UG TH, RS EAFENXHNE.
HEHRRIE, Ylas B TEE.

5. fEM—HLEs4 /A4, EIREEX M 2 Bl

6. ffifihostname&WAER4; HHip aZWIPHuIE; A nmtuifELALES 4.

6.2 HEEHRA
AR Froot il F EREEFE B S F A HLER S LA R &HR1E, sudot®fE i 2 RIK.
B B SN 7 Ehpedyou_toolkitk.zip E4E €.

6.2.1 BfTEE

T B R MR, FEREFLInuxBAZEIC AR H &M, #B5 R @ F ] —
ANSSHE i, AR B 2 H bRk Ss 88 LA T#R e, B B RUbR Tonds, TEARSS 8 15
Vg, BRI R E R,

Step0 Lf& &% fitar-1.30-9.el8.x86_64.rpm#lunzip-6.0-46.e18.x86_64.rpmF|mastert/l
B8 /root &z,

Stepl Ef&Rocky-8.8-x86_64-dvd1.iso|masterfllas/root#giR. w7 fii F L 55 2, A
QICE G vGEdis

Step2 L&A hpcdyou_toolkitx.zipElmasterdlas b, JTE/rootdgiR. A& 46
.

Step3 3 kmastertllds, MIAEL (LLEANERZIEL)rpm -i tarsrpm unzipsrpm

Step4 Ekmastertlas, AT (L BNE2Z4EL)unzip -qo hpcdyouxzip ; source code,
R R8N, MDY, PR R, R FIETE 2 2 AR PRI R4t (07,
e AR SR, RE BRIl sk a0, 17 A 4 aiE 2, Il E R a0y, 16
WIAFTA LA E S e e, FROUE S, RS ISk a0, 12 0mZRE.

HpR{UStep4Hy#(E, TEEEJLIR.

6.2.2 HBER
B WIACLKERNT 6. 1R S TIE.

BH WIAFTENLERICITF BrootE sk, I HEmAHNR.
B=F f#Ehpcayou_toolkitx.zip, iIHHIATEL (EHEHA, R RHE EHYTS):

{unzip hpcdyouxzip ; source code J
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The cluster system installation is now complete.

Attention Administrators/Managers,
Please find the administrator password and links to each portal
by runnning the following cmd on the master node(root only):
cat /root/.hpcdyou/login_credentials.txt

I Alert 111
The client/user cannot log in the HPC User Portal
unless the Administrators/Managers,
- first, create users via
- second, allocate resources via

For detailed instructions, please consult the manual.

Countdown to reboot: 3 ...

B 8: 2Ese ke, Frath N ARG (F RF Al REA ).

JREEFT A I ERIETR <, B2 BEE R b Dot (LB, B IR M+ [0 4= 5 IV AT 52 AR
SR

B 1 B BR, IR R EAREN], DAR 22 2 Ja (i B AT Al 25T
BREE A BT, B . il 2, 7 E A IA SR, DU FEBY & M hpcdyouf
IR, B CEFROE. ZIRATME S R ERE, BASA A8, 222 R EH
RIRME, WAEARF W TR, NUERNERKE, EAFRESR DN, HETEXFTF
i, BB, EINRAREER T, WA EEWIERE, Afr 2, 2R —%
EHRIFEUR; 2R IR R RNa Y E B SS .

6.2.3 BORHEIER

B—F WINCETERVNT 6. LIRS TAE. f2MA L2EOR M.

B|BH WIAFTEYIERI O Brootds%, H HEmSAHIA.

B=H DAREUE, vl DURIESEIRTE, RS, 7, HIEEORSH.

6.3 EREN L
% FRocky8. 8BS Lk IR, HHRPF R, BT R ERG— MG, SEREEIE TR
B, iE5%E 8.

WIS R, EE AR, TR ZEH . RINSEEEE NS SCRTER, EREE
SETT R, X RS2 /root/ hpedyou/login_credentials.txt, H ootk il AEE. /~HiIFE
KXESFEHE 9.

Eit, BRERGHE T,

7 SEARREMNZEER
DA E S RRAA, HLAT DA BT AR TR, FE35E.
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# BOF
The Linux root user is not allowed to login any Web Interface.

User/Group Portal:
The login name is: admin
The password is: 1iQWWvbpBgJc

Resource Portal:
The login name is: admin-FJGX
The password is: aUSaFConNvYJ

Choose a browser (Firefox, Edge, or Safari) to open the following URL
to access the HPC via Web.

URL: https://192.168.56.156:8404

Performance Monitoring: Real-Time Dynamics
URL http://192.168.56.156:19999/v2

Performance Monitoring: Historical
URL http://192.168.56.156:7080/hpcdyou
# EOF

9: XXflogin_credentials. txt N AR B (5 S E AT REANE]; TPHIBIE 2R F]).

@  HPCviaWeb X | s User/Group Portal X . LDAP Account Manag X + v

G C O 8 192.168.57.13/welcome.html w ® 8 =

HPC via Web

User/Group Portal
Resource Portal

HPC User Portal

& 10: Firefox{ bk i~ B (SN REAN D).
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e https://www.bilibili.com/video/BViWe41117Ph, £J25% 5.

KERBYBAR nttps://wuw.bilibili.com/video/BVicadyly7Jj 25320%), B X FHRE.

s EEER: REBEGERME
SSRGS,

A B E B TR AR P E R, i BRI BEBA A B IR, 1% IR0X A SO il
8, TR HABEIRE. WERAEHDE N 27 ZIXAEM, 78 BT¥ I LinuxEH 2T

TR, PTG M SRR, 2E IS W a8 HEAT; R GirootHH 7 J 3 8 S0 i A AT o] —
MWeb 5.

QNAREERELIRTT RS ], REARFERERIOLTC. AR B - BV A] . &R e A lm—
ANCI A AR

WRAELA ISR, RS SAE, BUFEdslurm T, RS
WAL, ML, IRE R T R— T AN BRIE X, S FREEA LR

WIBS IR, 8 T I BB, SR T, SN RE B R L.

8.1 Bk root B hY
ERE RS, ] DLEEEmastertl2y, Bikroot &g, HEHA

passwd

setup_hpc --sync_user

—_—

TR IR BRI NGB B TS R AT

6 Webifi (#21E, $IFIRSiroot PGk,

R Z 2 2, BRI E SR G, (UL E ik B skroot - P . HAth &g %
EE, AR M Linux SSHZ 2T,

B s diUser/Group Portalsl# Resource Portal 2275 FI[UE% 5 v, 2 ULE 11408,

8.2  INHIAF(A)
8.2.1 HIAMLE
M P (User/Group Portal)
TH R 107RBI DTN B S K= 2 12761 DT,

8.2.2 EHliZE
HEFLinuxRZGH 4/ P TR E .
WS — P4 /Group, FHEA FIFE 2 4 /Group.

— P, AIDRE TP eEZ DA, AR P, s ol = e i Pk
FEFrE .

(EAIE SRR G, YT AR D T .
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HAE I EREA IR AT ML RERIN S ERET R AR5

<

@ | A Warning: Potential Se X | +

Q
[
118

& C & Not Secure https://192.168.57.13:8406/users/templates/login.php w

Warning: Potential Security Risk Ahead

Firefox detected a potential security threat and did not continue to 192.168.57.13. If you visit
this site, attackers could try to steal information like your passwords, emails, or credit card

details.

S sitkhk
5 T ERE v

< C G Not Secure  https://192.168.57.13:8406/users/templates/login.php 1%

@ | A Warning: Potential Se: X | +

.

Q
[
Il

Warning: Potential Security Risk Ahead

Firefox detected a potential security threat and did not continue to 192.168.57.13. If you visit
this site, attackers could try to steal information like your passwords, emails, or credit card

details.

Learn more...

Go Back (Recommended) Advanced...

192.168.57.13:8406 uses an invalid security certificate.

The certificate is not trusted because it is self-signed.

View Certificate ﬁ ﬁltt%
FANAS
Go Back (Recommended) Accept the Risk and Continue

B 11 YEas & B &, W R R, BSnBish.
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@ | < User/Group Portal x| + v
(P C O G = https://192.168.57.13:8406/users/templates/login.php Pxs ©® 9 =
User name admin 9
Password
Language  gnglish (USA) v

User/Group Portal

& 12: FEMH P (User/Group Portal) &S R~ ).

8.2.3 WMMF/A
WA 4/Add Group % diAccounts —> Groups —> New Group

WA /Add User 1% i Accounts —> Users —> New user

179|875 Email addressflGecossk H A IEE .
FRIARH PR S HIRZ, En] DLE E B EEAR, BIEREIES %A 13,
R 2EER, (RSB E P .

I R 2 A R RE R /4, A UE I It User/Group Portal>R 61, {#HLinux®R 4t
faSuseraddiMMA P, TCiE SRS,

8.2.4 THBRAF /A
TBFTHNYEEE, ViRl User/Group Portal, it UsersHIZR U, sidiMFRIZEHRIA].
WERIEFH P EE R, WIRZSEMERATA 12 P4 R E 7, BRI A P 4.

8.2.5 MHBIE
BB S U R AUAREGE, FTRERS TR E SRR R
- FEMAF https://www.bilibili.com/video/BV1eN411T73J

fAifL(5 BARAR https://www.bilibili.com/video/BV1iuC4y1P7YA/

8.3 RIRDECE
8.3.1 FAMTE

Resource Portal

sk 1O DT Aot LSy, BITRT i ),
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https://192.168.57.13:8406/users/templates/config/conflogin.php

eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee \ 3 y[’f%g‘fj\
e N " WY AR iR

aaaaaaaaaaaaa

BBITE /2 R Al R
B 13: BE P EREERREEERG.

Resources Portal# FColdFront. i ColdFrontFI AR Tifk. @nH R TR, Al DAE
ElCold Frontyh )ﬁ, https://coldfront.readthedocs.io/en/latest/, FREUE 2 1 H R I
BAERA.

8.3.2 WRREHIZE

(LA EEF P &R ] DAV DX DU B SR . ANES, n] IE IR R TR B E .

EEH G, A AT 5 IR 53 B AE OC AU 14, PLan#tt i/ Approvesi ¥ 5 44/ Deny ¥ I
.

TR B AT H /ProjecUHIRERT 4.

HAEMRC A IR /P AT DLOIEEIH /Project, FH2 H B IR HITE.

L K/ PTA] AVRAN A P 2 5 IR H /Project, 503 M H SR H /Projecti bR .
TR £/ PTA] DASE & 5 — 17 F P I Manager (W H & # 5R), 1% 3 52 7] LM Projecti i Fi
L MERA .

R DA, 221 User/Group Portal){FEMHI A .

faf R E, — D RIVIEEA, F— 1 Kboss, hEJLN/NEMR. Kbossh £ MR
HProject, = NERNFT—NIEH. B§—1PIH, HEZ N EESS. Kbossil 2Pl /N
Wit 2Project Manager. /INEMR, FTPAZHIRABIL N4, S 5WAsE WL ATE .

HHERFEOH RIS AL, MPIGEE. FrlA, PIFEHIE R IRME M, EH A S
F6E —MEIKK S (slurm_account_name)43P1. 245R, PLE M58 K AR, RTREZK, HJL
MProjectff FH—MAIKIKS; HJLNHE, XAEHEMATICKIKS . 80#%, PIHATLA, 1E&)
EWR, & ETEPLSEE, R NENR, #A B CRIEkIKS.

— RIS, — PPIRYProject LAR Z I iz, #4 I8 Project R RICIKIK S .

AR, —PIR] AHZ A Project. —M#4, A RATEZ Project. WEtE— ¢4, AILA
[ A 22N eI AR BRGNS AR E, AR % P BRIARIE KK -

WRERERS, M HMEENRAS L, FEA R IE—MEKKS, IbABINE, F4E
B slurm T ¢ T IE KA DC &5
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8.3.3 BILEHEHR
KBEL&RA, £AEAslurmBUEERE R, TEFEIL.

8.3.4 BICPI/REAKERE

IR BRI R, AP/ IREH K] ATE L RSB L Project(5 &, FEER A F 2|
H C.iYProject AR 7 3k (slurm account).

R, PI/EAH K BA 2 F P EHAR, fr ASINPIZIZRSE, 78 B A AR IA.
DIARTEE sk tom AP, #1E5 BaN T

B—F (i tomE R NE I (Resource Portal), I RIG, A5 mdifs EfALogout.

B\ S RO O ECETE (Resource Portal), %% 2 Admin -> ColdFront Ad-
ministration -> (2§ K 77) User profiles -> giditom -> 4Ji% Is PI -> SAVE; £ it
& mResources Portal R4 A B, tom M 2 PI/IRFH K.

tomA] DAF IR KL H TR (Resource Portal), Q1T H, W0 A 7, HIE % E; o
B¥H P N HEProjecttf B ER(ELan 22 A Bk 7). 448, PIRGEER N B & 4 %8 B 5 iR N
#|User/Group Portal RGTHIEREH .

HRASR: BV1PM411C7Cs (I m dif S 7 83 Bl S0 BB ER).

A PAE H, Resources Portal iz OB et g, MIPIEREITZIE. 2 TUSnmkLe i - 210
IR H, Z2PIE CARIELIRTE SRR IRIER. EHA, IFEHZ— FE— Nk 25 EW),
R G i BFRIEIE BT W] (Approve).

8.3.5 MR
B FPIRPR nttps://www.bilibili.com/video/BV1ixN411T7XN

BEREEEE https://www.bilibili.com/video/BVikady1U7eX

9 HIB ROV PT: B 5 M P 2 Rl 5 /F

9.1 BT

EAa]—fr B4 1E User/Group Portal B ic 3 M 7, #5a] DAAIE 51 F i, BN IR
£/PI.

sEEH A, RI\LR TIELS, 4550 N, o] LA T #HIAALH FIDA
APIRUK.

R ERECE R — MRS A, @ CEM R B /ENPL g — NI E, {85 H PR
IEWEBIA] . T IdSEslurm_account_namefg&.

B2 B2 HER. —Rms, BNEIM NHTRESE AL HAER, BiX
LN MR — PRI . BAR, IXEEPTALFR YK ' AR 02 B B SR AT
H, HREHESRR 7@, &R PAPI K 1 & Sk Resource Portal, #sA1X N [
AR I E RIR], ERESR 2 TEME T, S0, BRI RER EAE Fslurm T, +0 4
iEslurm account¥dE A HRAE.
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9.2 BREH K /PIAR
EHPCHEH EH, R K/ PIAIE @ IR ER.
U TEResource Portal RGiH, I K /PLAG U FAUR:

- QI ERBRTUE /Project

- HIETHRBER

- BITAFEIE CRYITE /Project, B8 M H CHIIH /ProjectFE BRI F.

- FEEHE AL IManager (W H BB R), IXEEL AR AMProjectimANA /. MBRA .

9.3  IHE

U TREIE K/ PTR] AR B A1 H G SR, MARBRZTEM https://www.bilibili.com/
video/BV15C4y177Q9.

IR, REIZH K /PI{EResource Portal fiE #1E, & B E AT DRSS .

10 ESRMERERE: A ZH
10.1  EoREHRH

LB SSHE S X Web SHIH17.

SSHY IR, T HEIR.

IEE R B P E B B4 % HUser/Group Portal #%, Linux& 4t H & fuseradd,
groupadd, userdel, passwdZFFNHTAH PRI P4, Joikfd F Web 5.

HPC User Portal
A 10 DT A B 39S, BT A,

10.1.1 RRP¥I%EL
P REFHPC User Portal, 2852 i P wItE L AR1E.

TR TUH SR 5|, i AR, 5 Ayes, R HEEnterf, mjaHm AR (i A S
RErP R MR SN, FHRAZ SR s AR

BRI, THXRAH SR ATE.

10.1.2  TRPHIEIATBE

B FSERE https://www.bilibili.com/video/BV1sW4y1p7Eh.

10.1.3 3EHTRE
Bk HPC User Portal ZJ&, ¥RATPA:
- miiFiles3E o, AT, BEVERRTEE. Wi, bE. TEOUE.
-+ RiiJobs¥H, BEFEMEFRZHITE
- miClusterssEH, @I YT 25k A Shellf5 S 15C
- miiInteractive App -> Desktop, J/8 Linux & [ (X E L hii A2 4t).

AITFELinuxR ), B, AT DA AR T 2 AR TS T A R DAUE T L LR .
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10.1.4 BEBRHE
HrhJob composer, FR# I EATSS, M BB ERS B asfT. HikssiBiE/

work flowiZ,

1. BN ZETELBEERESS. IBa= Bah# WBEA1EL B R FRIFTA R, 2— D
H%, HEmH P B A, )5 RidiSubmitfg 52 £:55. IX B KA H A8,
BrEe R BB, EfR A 0. s LS REM T, B45Em 7ot E, A5
FEf SR A b, TIEES, WO R

2. BESE R AP AR, 2 88088 UUZAE FRIEA S — N8 E %, AP s
BUbR BRI SRR H SR A 2, s BUME BOBERRIA, 2805 R =2, IXE
NTERAIE, BKEE BB, TR 0. RTEFELCPURMNAFEH, BiEfd2
RITAT.

10.1.5 #fEER
RN BVIPM411C7Cs 1:02H48 (Rt X T EEHE A FEBER).
Job composeri#E/RGhsr, ¥ ARSI TR
1. VASPZE, TeFHaE i NS FA TR, NFHRBEBINATSEZOMATE;
2. Gaussian/ORCAZE, TZ B UIMASGE iy N SC 4 RN TERIASF f N SCHF e oA
W17, FF B GRS A S FIIA B I B IR — 2.

EIR, RAFRIA TR ZRE R

HPC User Portal®TOhio State UnivAHJE1 H Open OnDemandsEHt, A ikzf, I
1E100% B ERIRF AU .

11 PERER
AELNRA, $1t:
P HE#E nttp://A.B.C.D:7080/hpcayou, powered by Ganglia.

SERFHEHE nttp://A.B.C.D:19999/v2, powered by Netdata.

SERR R BERE, 1B I mastertl#s L XA%: /root/hpcdyou/login_credentials.txt.

11.1  GangliafiZ &M
WIS E R ER— DRI, AIRE S B gangliala TRk,

This section describes installing and testing Ganglia, a system for monitoring
and capturing metrics from services and components of the cluster.

FTEALEAA 1 A B yum/dnf/aptZ2EgangliafIAH AR, T HBAMIAIE. BCEE
Eefg, Jors BRI
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Main | Search = Views = Aggregate Graphs ~ Compare Hosts  Events  Reports  Automatic Rotation  Live Dashboard ~ Cubism  Mobile

My HPC Grid Report at Sun, 24 Dec 2023 05:43:53 +0000 Get Fresh Data

last hour = 2hr  4hr  day week | month | year job | orfrom | o | = | Go Clear ~Timezone: | Browser v

Sorted | ascending  descending | by name | byhostsup by hosts down

My HPC Grid > [--Choose a Source v |

My HPC Grid (1 sources) (e view)

CPUS Total: a40 My HPC Grid Memory last month
Hosts up: 12 My HPC Grid Load last month st
Hosts down: ° +
201

o a0
Current Load Avg (15, 5, 1m): H g 15T
65%, 66%, 68% £ % s
Avg Utiization (iast month): 2 e
6% H
Localtime e
2023-12:24 05:43

k 38

weel Week 4 ek 50 Wesk 51 5
D 1-min Now:310.9 Min:145.1 Avg:288.9 Max:421.| W
M Nodes Now: 12.0 Min: 12.0 Avg: 12.0  Max: 12.| B
B CPUs  Now:440.0  Mini439.6  Avgi440.0  Maxiddo.| O
M Procs Now:280.8 Min:120.9  Avg:267.3 Max:392.| g

=

month

B In  Now: 10.4M Min: 10.2k Avg: 2.8M Max: 45.0M
MOut Now: 10.34 Min: 6.1k Avg: 3.4M Max: 65.7M

hpedyou (physica view)

CPUs Total: 440
Hosts up: 12
Hosts down: °

hpcayou Cluster Load last month

hpcayou Cluster Network last month

s00
200 M
™
wn
00 Y
Aol I § on

s/Procs

Current Load Avg (15, 5, 1m):
65%, 6%, 68%

14: GangliafEFEPERELE IR,

System Overview

Total

23.0824

15: NetdatasSEiHPEREREING B2 RGt4x & N EGNSE ERNERIH, SLhr F2shE).

11.2  NetdataSEAE1ERE LI
TR T VAR B AR, ASPRUE AT A

K FNetdatasR 5 LI FEEE, BOADUXAF B/ NN P s 8ids. B ahiC A R A
M PR B S B E BT A, SR,

fER R, EEE 15F1E 16.

11.3  MEREMINAE I
BN SE, HE— B,

BN, PERXDUE. K0, Mg, R 270k, MEGIEET R Z/D, IEE]/OfF 2
K NER, BT HEANE, BAZ? RIAAER), AIRER], XTNERBERSUT 2T, REE
W2 RAOVNR S, XDRGUFRS, WA, BRGE, B> BIETIERN, AR
A, SR 2 DINTE, RAM AVAEER, ARSI RSIESE ...

TN MERERI, FTREHIBIRUHTT 7T, CER AR EIUE R, thB R P 704, iR
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16: Netdata/@RAT# i E BBl

NSRBRRCRAH, IR E IRAE T 230752
R, X E R A AL T

SR, WRIR+90 T RFE B ERE 0T 77 &, LA SR L AL i s 1. (=
R AFES BT, — T Zroot R, DA ERIHETT %, 7 Webdi B Zh1CREWE, A E
HATDAER, TR TTRIRAR.

12 RDHPI6EE
12.1  SEFH/H/EF

TEIRMRMEIE, THIL, ZIeIT R B IR, T8 B4 BB AL R E Y RUEsh e i
J&, BT R HA TR AL

AL, EETPMITT 3, 8 fEmastertl a2t

[poweroff_hpc J
i, W TPMIT 3, 8E fEmaster a8 umifT:

{reboot_hpc J

G SR AL 4% B ATPMITAE, 8 Bk AR 6 41t B2 v, AC EIPMI, F &30 B, 2% ) e
HITPML. AURAEEEE 2, AR R 14 BRI,

3

12.2  WIEHLAS

PiTaddNewComputeNode.sh, HFIELE, TCHRAFEE L. LA £ IEES
7. HERANRIESS.

fEmaster#l#sHA1T./addNewComputeNode.sh, %R FRIER, HiA:

1. HHLES I IPHINE, $4(0] 4= 5
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THIS MAY TAKE A WHILE, PLEASE BE PATIENT!!!
I8 OK!

11! Error !!!

11l Single SSH Session Only !!!
Make sure your SSH client is connected to the target server with only one window open.
Bye.

& 17: WebBiHZz2E5:, Single SSH session warning.

2. MINH R RAE, default node name, EbilEnodes, f2EIZE#. BARTREFE AL
A4, BJEnodeXX

3. HE X m 4R, charming node name of the new node, HtilliZ2amdo1, #%[A 5.
AR REFIEBNLESF 4.
NG, SN RIS MG, BRI E PIEE X, KA300HEd .
HEELAs R IPHIE A root RS, FMLas R A%, WAIEMXER
TEREAS TG Linux RS, HECE e LR E LS, Tos BB,

13  WebAHZEE

I FHPC User Portal &R HSSLANEE, Rl REMIRAH P %/, SITEH P RERRS 2R
0], R BIIE HMZSRR 2 2. s WLk, FiEaEMIP, HMEAEE. WEE
IETLS/SSLUE, FFASSLNE R F &2 . ML 5, RA BT F ML 2 & A EERN 7T
E. BIEAEE, GEAMEH. DLEUGEITAE, HFIREBEREMRRTTE.

A SEFrg R, IRZ IR, # 2 EY R S 2N MW, T RERE. SR,
ZHPC User Portal iR SS 28, BT Z M MLEIRE T, KA1 ¥ 2 1, A TeiE|
B IS L BRI IR M N 250G, BT REAAAE D BIF 22 N R ST 80K, BRFRSRIENE.

14 tFEHERR
PAUR A RETFLERY IR, 1R/D R E.

14.1  WebfHIGiEZ 4

RIS BRI 1785E R, 157N, SRR, BHETERSSHESE, R
UEE —NE 1 PAroot 3 (1 E 2 AR 55w BN AT .

WIS A A2 0E, B S IRITE P, 12085, ARG EEHER, I Aroot H &
5, kEEVEIZ1T. Jenable_ Web-Interface.shBIR]. TARUN RIER AR FIRIR IS, HiFE
FEZ AT RIBRER.

142  HEHFEKK

ARERERGE, R e, TR 8514, SRIA SR e AR, TEaSE R 2
JEREIES TAE. QOSRMLESE G RN, BR3P RS E S, EH SR N RE &
LEIML, FHON BT HAREIAE BN SRR R A .

— R, N T ESEIARSS A, TP A S HBLEE B AR IR . a0 SRATLER 2B S AR T
Oy, BB IR, g SR /root/ hpedyou/status, ¥ EEETE “37 BSCH 457,
RIACER, BRI A2 570 8.
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QUSRAE P T IR AN iz, O IRALER LSS R, 1 T B HLEs, HERX 2 RE RIS,
FAALES AT DR 2R S 52 pk. SRJ5, EEmaA TR R BT AT, ER, A B AR,
HINBT, FEMNB SN FEEIHAIZLT. s T /step3.shiyif e, HlasE =R, AR
LMILES RIS IER G, TEM./stepl. shEFTIARIE.

14.3  BHURFER
BLAER, REEHEN, JEI A,

14.4 FEVEICIESERT R
RASR FEO. HEME REN, RockyS.8RSMLIL IBRT. #ikE & £ 11
7. /stepl.sh2J5. WA R, WEFEhEBIET &, BRI RE EH.

R, XA R, RRETEERARG IR,

RREREAIA T, BT T — BRI A XA AR, R 2 SR 22 2 XURG s BRan iR
frootE M2 A AR, TR R A rootABRIZ SR N BN

14.5 UserControl2sk

WSR2 RiafT. /enable_Web-Interface.sh, AJRESE Z RTIZEN H T N EFIRN. &
HRi&1T./enable_UserControl.shEIA].

1£1217./addNewComputeNode.shZ J&, HiEFXIZ1T./enable_UserControl.shiEk,

14.6 502 Bad Gateway
WilAResource Portal , BRI FERE A

502 Bad Gateway
nginx/1.20.1

EHRIEIZLT. Jenable Web-Interface.shi% 54 RE S master i /.

14.7 EIMEH
WRIAUPS/EPSSE %, RKIFH G, BREATRETCIA AR, TEHZIRAN T 50k
L. FEIRFESR, X EEANRRE, JexAl, mjEdril.
2. BT setup_hpc --sync_hosts
3. $4T setup_hpc --sync_time

4. $47 reboot_hpc
MR BN P BRI RS, IERIBE, TG HHETELR ask@hpcdyou.top FRIFRASH.

14.8  FBI R, B2 m R AR

EROBITIER, I 7 — BRI RG, 31 [ w0 1 R CiE i BAE S, EE T A b
TeRR. AR, 2O AAEE AL .
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JREE, AL ERBIOSHHH /BRI, B ASREF I AT 2T il 2 KK, SRR
RICELAE.

JelRP I [Elsetup_hpe --sync_time, 1 f& B85 B = BT RTTRE TR TARIRAS.
FLLEHALAR, BT ARG, A RGN RIS, AT AR .

15  SLURMi#XRE HRIEFF

R T E ithpedyou P&, 8 RV S slurm bR IETHIRRRA. 1E6EH 2 H, F1H
73 HR A5 P SR TT (AT 22 5.

15.1  E—ARE R
1. https://slurm.schedmd.com/
JE RS TR

2. https://docs.slurm.cn/users/

HSCEERY

3. http://hmli.ustc.edu.cn/doc/userguide/slurm-userguide.pdf

FRERGEZ A 5

4. https://bicmr.pku.edu.cn/~wenzw/pages/slurm.html
AEFCRFAIHWTFTA H

5. https://www.cloudam.cn/help/docs/cloudE10
BAEslurmFWER ARG D ILERR S

6. https://leo.leung.xyz/wiki/Slurm
centOS8 PAM Slurm Adopt Modulem | Very nice wiki.

15.2 DLl fEslurm A
SHEIXN R
https://www.hpc.iastate.edu/guides/classroom-hpc-cluster/slurm-job-script-generator.

—MEER A slurm AR 2, RFBEAEX AT HES:

Number of compute nodes 1 £F 18R M H— 7R

Number of processor cores per node 16 5 16%~—"" i LA 16N CPURZL.
Walltime 18 #7181 FK 184N, WIS EIA E18/ NS TERR, SSHEE BRI,
Max memory per compute node 12 ¥F125%R, FEX DT REA12GBATE.

HAWH A UAHE . 22— D RENE:

#!/bin/bash

# Copy/paste this job script into a text file and submit with the command:
# sbatch thefilename

#SBATCH --time=18:00:00 # walltime limit (HH:MM:SS)

#SBATCH --nodes=1 # number of nodes

#SBATCH --ntasks-per-node=16 # 16 processor core(s) per node
#SBATCH --mem=12G  # maximum memory per node

#SBATCH --job-name="test"

# LOAD MODULES, INSERT CODE, AND RUN YOUR PROGRAMS HERE

#1%: hpcdyou #2771, $3051 BT ask@hpcdyou.top
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HAE R HERAIR AT AL SR RIR R RE T SR R T 5

SR, BV ARMIN G, MRS THE S R:

module load vasp_mpi
mpirun -np 16 vasp_std

A2, RIS, Helljob01.pbs, WAUNTR:

#!/bin/bash

# Copy/paste this job script into a text file and submit with the command:
# sbatch thefilename

#SBATCH --time=18:00:00 # walltime limit (HH:MM:SS)

#SBATCH --nodes=1 # number of nodes

#SBATCH --ntasks-per-node=16 # 16 processor core(s) per node
#SBATCH --mem=12G  # maximum memory per node

#SBATCH --job-name="test"

# LOAD MODULES, INSERT CODE, AND RUN YOUR PROGRAMS HERE

module load vasp_mpi
mpirun -np $SLURM_NTASKS vasp_std

— 415, LR Z ATIE TR 2, M E A B9 & 5 ;48 R R AY-np XXH XX & K
HNSSLURM_NTASKS, {XIHE.

LIEEEREE

gsub jobO1l.pbs
H
sbatch jobOl.pbs

15.3 SLURMIHE SNBSS
slurmiff 3 2|28, 155 E 18.
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SLURM Variables Torque/MOAB Description

SLURM_ARRAY_TASK_COUNT Total number of tasks in a job array
SLURM_ARRAY_TASK_ID PBS_ARRAYID Job array ID (index) number
SLURM_ARRAY_TASK_MAX Job array's maximum ID (index) number
SLURM_ARRAY_TASK_MIN Job array's minimum ID (index) number
SLURM_ARRAY_TASK_STEP Job array's index step size

SLURM_ARRAY_JOB_ID PBS_JOBID Job array's master job ID number
SLURM_CLUSTER_NAME Name of the cluster on which the job is executing
SLURM_CPUS_ON_NODE Number of CPUS on the allocated node
SLURM_CPUS_PER_TASK PBS_VNODENUM Number of cpus requested per task. Only set if the --cpus-per-task option is specified.
SLURM_JOB_ACCOUNT Account name associated of the job allocation
SLURM_JOBID PBS_JOBID The ID of the job allocation

SLURM_JOB_ID

SLURM_JOB_CPUS_PER_NODE = PBS_NUM_PPN Count of processors available to the job on this node.
SLURM_JOB_DEPENDENCY Set to value of the --dependency option
SLURM_JOB_NAME PBS_JOBNAME Name of the job

SLURM_NODELIST PBS_NODEFILE List of nodes allocated to the job

SLURM_JOB_NODELIST

SLURM_NNODES Total number of different nodes in the job's resource allocation

SLURM_JOB_NUM_NODES

SLURM_MEM_PER_NODE Same as --mem
SLURM_MEM_PER_CPU Same as --mem-per-cpu
SLURM_NTASKS PBS_NUM_NODES | Same as -n, --ntasks

SLURM_NPROCS

SLURM_NTASKS_PER_NODE Number of tasks requested per node. Only set if the --ntasks-per-node option is specified.
SLURM_NTASKS_PER_SOCKET Number of tasks requested per socket. Only set if the --ntasks-per-socket option is specified.
SLURM_SUBMIT_DIR PBS_O_WORKDIR The directory from which sbatch was invoked

SLURM_SUBMIT_HOST PBS_O_HOST The hostname of the computer from which sbatch was invoked

SLURM_TASK_PID The process ID of the task being started

SLURMD_NODENAME Name of the node running the job script

SLURM_JOB_GPUS GPU IDs allocated to the job (if any).

18: slurmNEZ &.

\}
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